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Abstract—This paper presentsa detailed analysisof traces of DNS and
associatedl'CP traffic collectedonthe Inter netlinks of the MIT Laboratory
for Computer Scienceand the Korea Advanced Institute of Scienceand
Technology (KAIST). The first part of the analysis details how clients at
theseinstitutions interact with the wide-areadomain namesystem,focusing
on performance and the prevalenceof failur esand errors. The secondpart
evaluatesthe effectivenessof DNS caching

In the mostrecentMIT trace, 23% of lookups receve no answer; these
lookups accountfor more than half of all traced DNS packets sincequery
packetsare retransmitted overly persistently About 13% of all lookupsre-
sultin ananswerthat indicatesan error condition. Many of theseerrors ap-
pear to be causedby missinginverse (IP-to-name) mappingsor NS records
that point to non-existentor inappropriate hosts. 27% of the queries sent
to the root nameseiversresultin sucherrors.

The paper also presentsthe resultsof trace-driven simulations that ex-
plore the effect of varying TTLs and varying degreesof cachesharing on
DNS cachehit rates. Due to the heavy-tailed nature of name accesses;e-
ducing the TTLs of address(A) recordsto aslow asa few hundred seconds
haslittle adverseeffecton hit rates, and little benefitis obtained from shar-
ing a forwarding DNS cacheamong more than 10 or 20 clients. Thesere-
sults suggesthat the performance of DNSis not asdependenton aggressve
cachingasis commonly believed, and that the widespread useof dynamic,
low-TTL A-recordbindings should not degradeDNS performance.
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I. INTRODUCTION

The Domain Name System(DNS) is a distributed database
mapping namesto network locations, providing information
critical to the operationof mostInternetapplicationsand ser
vices. As a global service,DNS mustbe highly scalableand
offer good performanceunderhigh load. Any failuresandde-
lays in nameresolutionwould easily resultin delaysthat are
visible to endusers.

It is widely believedthattwo factorscontribute to the scala-
bility of DNS: hierarchicaldesignaroundadministratvely del-
egatednamespacesandthe aggressie useof caching. Both
factorsreducethe load on the root seners at the top of the
namespacehierarchy while successfutachingreduce<lient-
perceveddelaysandwide-areanetwork bandwidthusage.The
DNS cachingdesignfavors availability over freshness. Any
DNS sener or client may maintaina cacheandanswerqueries
from that cache, allowing the constructionof hierarchiesof
sharedcachesTheonly cachecoherencenechanisnthatDNS
providesis thetime-to-livefield (TTL), whichgovernshow long
anentrymaybecached.

Priorto theyear2000,theonly large-scalgublishedstudyof
DNS performancevasby Danzigetal. in 1992[1]. Danzig's
studyfoundthatalargenumberof implementatiorerrorscaused
DNS to consumeabouttwenty times more wide-areanetwork
bandwidththan necessary However, sincethen, DNS imple-
mentationshave changedas well as DNS usagepatterns. For
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example, the World Wide Web has becomethe bulk of traf-
fic. Correspondinglycontentdistribution networks (CDNs)and
popularWeb sitesnow useDNS asa level of indirectionto bal-
anceload acrossseners,provide fault tolerance pr routeclient
requestgo senerstopologically closeto the clients. Because
cachedNSrecorddimit theefficacy of suchtechniquesmary
of thesemultiple-sener systemause TTL valuesassmallasa
few second®r minutes.Anotherexampleis in mobilenetwork-
ing, wheredynamicDNS togetherwith low-TTL bindingscan
provide the basisfor hostmobility supportin the Internet[2],
[3]. Theseusesof DNS all conflictwith caching.

One concreteway to estimatethe effectivenessof DNS
cachingis to obsene the amountof DNS traffic in the wide-
arealnternet. Danziget al. reportthat 14% of all wide-area
pacletswereDNS pacletsin 1990,comparedo 8%in 1992.In
1995, the correspondingqrumberfrom a study of the NSFNET
by Frazerwas 5% [4]; a 1997 study of the MCI backboneby
Thompsonet al. reportedthat 3% of wide-areapaclets were
DNSrelated[5]. This downwardtrendmight suggesthatDNS
cachingis working well.

However, theseresultsshouldbe put in perspectie by con-
sideringthemrelative to network traffic asa whole. Thomp-
sonsstudyalsoshovedthatDNS accountgor 18%of all flows
(wherea flow is definedasa uni-directionaltraffic streamwith
uniquesourceanddestinatiorlP addresseqortnumbersandIP
protocolfields). If oneassumeshatapplicationgypically pre-
cedeeachTCP connectiorwith a call to thelocal DNS resoler
library, this suggest@ DNS cachemissrateof a little lessthan
25%. However, by 1997, most TCP traffic consistedof Web
traffic, whichtendsto producegroupsof aboutfour connections
to the samesener [6]; if oneassume®ne DNS lookupfor ev-
ery four TCP connectionsthe “session-lgel” DNS cachemiss
rateappeargo becloserto 100%.While anaccuratesvaluation
requiresmorepreciseconsideratiorof the numberof TCP con-
nectiongersessiorandthenumberof DNS pacletsperlookup,
this quick calculationsuggestshatDNS cachingis not very ef-
fective at suppressingvide-aredraffic.

Theseconsiderationsnake a thoroughanalysisof the effec-
tivenesf DNS cachingis especiallyimportant. Thus,this pa-
perhastwo goals.First, it seekgo understandhe performance
andbehaior of DNS from the point of view of clientsand,sec-
ond, it evaluateghe effectivenesof caching.

A. Summanf Results

In exploring DNS performanceand scalability we focuson
thefollowing questions:
1. What performance,in termsof lateng and failures, do
DNS clientsperceve?
2. How doesvarying the TTL and degreeof cachesharing
impactcachingeffectiveness?
Thesequestionsare answeredising a novel methodof ana-
lyzing tracesof TCP traffic alongwith the relatedDNS traffic.



To facilitatethis, we capturedall DNS pacletsand TCP SYN
FIN, and RST pacletsat two differentlocationson the Inter-
net. Thefirst is at thelink thatconnectaMIT’ s Laboratoryfor
ComputerSciencegLCS) andArtificial IntelligencelLaboratory
(Al) to therestof the Internet. The seconds atalink thatcon-
nectsthe KoreaAdvancedinstitute of Scienceand Technology
(KAIST) to the restof the Internet. We analyzetwo different
MIT datasets,collectedin Januaryand December2000, and
oneKAIST datasetcollectedin May 2001.

Onesurprisingresultis thatmostlookupsarenotsuccessfully
answered23%of all clientlookupsin themostrecentMIT trace
fail to elicit any answer In the sametrace,13% of lookupsre-
sultin an answerthat indicatesan error. Most of theseerrors
indicatethat the desirednamedoesnot exist. While no single
causeseemgo predominateinverselookups(translatinglP ad-
dresses$o names)ftencauseerrors,asdo NSrecordghatpoint
to non-istentseners.

DNS seners also appearto retransmitoverly aggressiely.
The querypacletsfor theseunansweredookups,includingre-
transmissionsaccountfor more than half of all DNS query
pacletsin the trace. Loopsin namesener resolutionaccount
areparticularlybad,causinganaverageof 10 querypacletssent
to thewide areafor each(unanswerediookup. In contrastthe
averageansweredookupsendsaboutl.3 querypaclkets.Loops
accounftor 3% of all unansweredbokups.

We have also beenableto obsene changesn DNS usage
patternsandperformanceFor example,the percentagef TCP
connectionsnadeto nameswith low TTL valuesincreasedrom
12%to 25%betweenlanuaryandDecembeR000,probablydue
to the increasedleploymentof DNS-basedsener selectionfor
popularsites. Also, while mediannameresolutionlateng was
lessthan 100 ms, the lateng of the worst 10% grew substan-
tially betweenJanuaryandDecembef000.

The other portion of our study concernscachingeffective-
ness. The relationshipbetweennumbersof TCP connections
and numbersof DNS lookupsin the MIT tracessuggestghat
the hit rate of DNS cachesinside MIT is between80% and
86%. Thisincludesclientandapplicationcachesjncludingthe
cachingdoneby Web browserswhenthey openmultiple TCP
connectiongo thesamesener. However, we find thatthe distri-
bution of namess Zipf-lik e, which immediatelylimits the even
theoreticakffectivenesof caching.

The capturedT CP traffic helpsus performtrace-drven sim-
ulationsto investigatetwo importantfactorsthataffect caching
effectivenessyi) the TTL valueson namebindings,and(ii) the
degreeof aggregationdueto sharedclient caching. Our trace-
driven simulationsshowv that A recordswith 10-minute TTLs
yield almostthe samehit ratesas substantiallylonger TTLs.
Furthermorewe find thatacachesharedoy asfew astenclients
hasessentiallythe samehit rate asa cachesharedby the full
tracedpopulationof over 1000clients. This is consistentwith
the Zipf-lik e distribution of names.

Theseresultssuggesthat DNS works aswell asit doesde-
spite ineffective A-record caching,and that the currenttrend
towards more dynamic use of DNS (and lower TTLS) is not
likely to be harmful. Onthe otherhand,we find thatNS-record
cachingis critical to DNS scalability by reducingload on the
rootseners.

The restof this paperpresentur findingsandsubstantiates
theseconclusions Sectionll presentsanoverview of DNS and
suneys previouswork in analyzingits performanceSectionll|
describesour traffic collection methodologyand somesalient
featuresof our data. SectionlV analyzeshe client-perceved
performancef DNS,while SectionV analyzesheeffectiveness
of cachingusingtrace-drien simulation. We concludewith a
discussiorof ourfindingsin SectionVI.

Il. BACKGROUND

In this section,we presentan overview of DNS and surey
relatedwork.

A. DNSOverviav

Thedesignof thelnternetDNSis specifiedn [7], [8], [9]. We
summarizeéheimportantterminologyandbasicconceptdere.

The basic function of DNS is to provide a distributed
databasethat maps between human-readablehost names
(suchas chive.lcs.mit.edu ) and IP addressegsuchas
18.31.0.35 ). It also providesotherimportantinformation
aboutthe domainor host, including reversemapsfrom IP ad-
dressedo host namesand mail-routing information. Clients
(or resolves) routinely query nameseners for valuesin the
database.

The DNS namespacss hierarchicallyorganizedsothatsub-
domainscanbelocally administered The root of the hierarchy
is centrallyadministeredand sened from a collection of thir-
teen(in mid-2001)root serves. Sub-domaingredelegatedto
othersenersthatareauthoritativefor their portion of thename
space.This processnayberepeatedecursvely.

At the beginning of our study mostof the root senersalso
sened the top-level domains,suchas.com . At the end, the
top-level domainswerelargely senedby a separatsetof about
adozendedicatedgenerictop-level domain”(gTLD) seners.

Mappingsin theDNS namespacearecalledresoucerecods
Two commontypesof resourcerecordsare addresgecords(A
records)and namesener records(NS records). An A record
specifieanames|P addressanNSrecordspecifiegshenameof
a DNS senerthatis authoritatve for aname.Thus,NSrecords
areusedto handledelegationpaths.

Since achieving good performances an importantgoal of
DNS, it makes extensve useof cachingto reducesener load
andclientlateng. It is believedthat cachesvork well because
DNS datachangesslonvly anda small amountof stalenesss
tolerable. On this premise,mary senersare not authoritatve
for mostdatathey sene, but merelycacheresponseandsene
aslocal proxiesfor resohers. Suchproxy senersmay conduct
further querieson behalfof a resoher to completea queryre-
cursively Clientsthatmake recursve queriesareknown asstub
resolves in the DNS specification.On the otherhand,a query
thatrequestonly whatthe sener knows authoritatvely or out
of caches calledaniterative query

Figure 1 illustratesthesetwo resolutionmechanisms.The
clientapplicationusesa stubresoherandqueriesalocal nearby
sener for a name(saywww.mit.edu ). If this sener knows
absolutelynothingelse,it will follow the stepsin the figure to
arrive attheaddressefor www.mit.edu . Requestsvill begin
atawell-known root of the DNS hierarchy If thequeriedsener



uonedePq

1. Host asks local server for address of www.mit.edu
2. Local DNS server doesn’t know, asks root.
Recursive Root refers to a .edu server
DNS seryer 3. The .edu server refers to an MIT server
4. The MIT server responds with an address

T 5. The local server caches response

Local cache

Fig. 1. Exampleof aDNS lookupsequence.

hasdelegatedresponsibilityfor a particulamame |t returnsare-

ferral responseywhichis composeaf namesenerrecords.The

recordsarethe setof senersthathave beendelgyatedresponsi-
bility for thenamein question.Thelocal senerwill chooseone
of thesesenersandrepeatits question. This procesgypically

proceedsuntil a senerreturnsananswer

Cachesn DNS aretypically notsize-limitedsincetheobjects
being cachedare small, consistingusually of no morethana
hundredbytesperentry. Eachresourceecordis expiredaccord-
ing to thetime setby the originatorof the name. Theseexpira-
tiontimesarecalledTimeTo Live (TTL) values.Expiredrecords
must be fetchedafreshfrom the authoritatve origin serer on
qguery The administratorof adomaincancontrolhow long the
domainsrecordsarecachedandthushow long changewill be
delayed by adjustingTTLs. Rapidly changingdatawill have a
shortTTL, tradingoff lateng/ andsener loadfor freshdata.

To avoid confusion theremaindeof this paperusesheterms
“lookup,” “query;,” “responsé,and“answer”in specificways.A
lookuprefersto the entireprocesof translatinga domainname
for aclientapplication.A queryrefersto a DNS requespaclet
sentto a DNS sener. A responseefersto a paclet sentby a
DNS senerin replyto aquerypaclet. An answeris aresponse
from a DNS sener thatterminateghe lookup, by returningei-
ther the requestechame-to-recoranappingor an error indica-
tion. Valid responsethatarenot answersnustbereferrals.

This meansfor example,thatalookup mayinvolve multiple
gueryandresponseackets. The queriesof a lookup typically
askfor the samedata, but from differentDNS seners; all re-
sponsesut thelastone(theanswer)aretypically referrals.This
distinctioncanbeseenin Figurel; the pacletsin stepsl—4are
all part of the samelookup (drivenby the requesfrom the ap-
plication); however, eachsteprepresents separatequeryand
response.

B. RelatedWork

In 1992,Danzigetal. presentedneasurementsf DNS traf-
fic atarootnamesener[1]. Theirmainconclusionwasthatthe
majority of DNS traffic is causedy bugsandmisconfiguration.
They consideredheeffectivenesof DNS namecachingandre-
transmissionimeoutcalculationandshovedhow algorithmsto
increaseesiliencdedto disastroubehaior whensenersfailed
or when certainimplementationfaults were triggered. Imple-
mentationissueswere subsequentlyocumentedy Kumar et
al., who notethat mary of theseproblemshave beenfixed in

morerecentDNS seners[10]. Danzigetal. alsofoundthatone
third of wide-areaDNS traffic that traversedthe NSFnetwas
destinedo oneof the (atthetime) sezenrootnameseners.

In contrastto Danziget al.’s work, our work focuseson an-
alyzing client-sideperformancecharacteristicsin the process,
we calculatethefractionof lookupsthatcausedvide-areaDNS
pacletsto be sent,andthe fractionthat causedaroot or gTLD
senerto becontacted.

In studiesof wide-areatraffic in general, DNS is often in-
cludedin the traffic breakdevn [4], [5]. As notedin Sectionl,
the high ratio of DNS to TCP flows in thesestudiesmotivated
our investigationof DNS performance.

It is likely that DNS behaior is closelylinkedto Web traffic
patterns,since mostwide-areatraffic is Web-relatedand Web
connectionsare usually precededby DNS lookups. One re-
sult of Web traffic studiesis that the popularity distribution of
Webpagess heary-tailed[11], [12], [13]. In particulat Breslau
et al. concludethatthe Zipf-lik e distribution of Web requests
causesow Webcachehit rateg[11]. We find thatthe popularity
distribution of DNS namesis also heary-tailed, probablyasa
resultof the sameunderlyinguserbehaior. It is notimmedi-
ately clearthat DNS cachesshouldsuffer in the sameway that
Web cacheddo. For example,DNS cachedo not typically in-
cur cachemisseshecausehey run out of capacity DNS cache
missesareinsteaddrivenby therelationshipbetweenT TLs se-
lectedby the origin andthe interarrival time betweenrequests
for eachnameat the cache. DNS cacheentriesare also more
likely to be reusedbecauseeachcomponentof a hierarchical
nameis cachedseparatelyseparatelyand also becausemary
Web documentsarepresentundera single DNS name.Despite
thesedifferenceswe find that DNS cachesare similar to Web
cachesn their overall effectiveness.

A recentstudy by Shaikhet al. shaows the impactof DNS-
basedsener selectionon DNS [14]. This studyfinds that ex-
tremelysmall TTL values(on the orderof secondskre detri-
mentalto lateng, andthatclientsareoftennot closein the net-
work topologyto the namesenersthey use,potentiallyleading
to sub-optimalsener selection.In contrastour studyevaluates
client-percevedlateng asafunctionof thenumberof referrals,
andanalyzegheimpactof TTL andsharingon cachehit rates.
We alsostudythe performanceof the DNS protocoland DNS
failuremodes.

Wills and ShangstudiedNLANR proxy logs andfound that
DNS lookuptime contributedmorethanonesecondo approxi-
mately20% of retrievalsfor the Web objectson the homepage
of largerseners. They alsofoundthat20%of DNSrequestare
not cachedocally [15], which we considera large percentage
for the reasonsxplainedbefore. Cohenand Kaplan propose
proactive cachingschemedgo alleviate the lateng overhead®f
synchronouslyequestingexpired DNS recordq16]; theiranal-
ysisis alsoderived from NLANR proxy log workload. Unfor-
tunately proxy logs do not capturethe actualDNS traffic; thus
ary analysismustrely on on measurementsken afterthe data
is collected. This will notaccuratelyreflectthe network condi-
tions at the time of the requestandthe DNS recordscollected
may alsobe newer. Our dataallows usto directly measurehe
progressof the DNS lookup asit occurred. Additionally, our
datacapturesall DNS lookupsand their related TCP connec-



tions, notjustthoseassociateavith HTTP requests.

HuitemaandWeerahandmeasuredNS lateng throughthe
gethostbyname() interface over a period of 15 months,
startingfrom April 1999. For their study 29% of DNS lookups
took longerthan2 seconddo getananswer[17]. In compari-
sion, our studyshows thatbetween10% and24% lookupsgive
this muchlatengy. Thesenumbersdiffer becauseour lateng
numbersdo notincludelateng experiencedetweerthe client
applicationandthe local namesenerwhichis includedin their
data.Naturally, DNSlateng is alsoaffectedby theconnectvity
andtheperformancef thenetwork atthepointof measurement.

Brownlee et al. collected DNS traffic at F.root-
servers.net , and showved that over 14% of the obsened
gueryload was due to bogusqueries;their paperprovidesan
analysisof theloadandataxonomyof thecause®f errors[18].
Errors include repeatedqueriesgeneratedrom samesource
host,queriesfor non-&istenttop level domainnamesandmal-
formedA queries.Someof theseareobsenedin our tracesand
arelistedin sectionlV-C. In particular we foundthatbetween
15%and27% of thelookupssentto root namesenersresulted
in negativeresponses.

Another study by the sameauthorsshov passve measure-
mentsof the performanceof root and gTLD seners as seen
from their campusnetwork using NeTraMet meters[19]. The
paperpresentsesponsgime, requestateandrequestiossrate
of therootandgTLD senersseenat thetracednetwork. Their
responsdimesindicatethe lateng/ betweenra singlequeryand
responseas comparedo our latencieswhich cover the entire
lookup process. Their methodologyis also tamgettedto mea-
sureoverall performanceln contrastpur analysesonsiderthe
entireDNS pacletheademandpayloadto reveala morecompre-
hensve view of DNS behavior.

I1l. THE DATA

Ourstudyis basednthreeseparatéraces.Thefirst two were
collectedin JanuanandDecembef000respectiely, atthelink
thatconnectghe MIT LCS andAl labsto therestof the Inter-
net. At thetime of thestudy therewere24internalsubnetvorks
sharingtherouter, usedby over 500 usersandover 1200hosts.
The third tracewas collectedin May 2001 at one of two links
connectingKAIST to therestof thelnternet.At thetime of data
collectiontherewereover 1000usersand5000hostsconnected
to the KAIST campusnetwork. The traceincludesonly inter
national TCP traffic; KAIST sendsdomestictraffic on a path
thatwasnot traced. However, the tracedoesincludeall exter-
nal DNS traffic, domesticandinternational:the primary name
sener of the campus,ns.kaist.ac.kr , was configuredto
forward all DNS queriesto ns.kreonet.re.kr along a
routethatallowedthemto betraced.Figure2 shavs the config-
urationsof the two networks.

Thefirst trace,mit-jan00 , wascollectedfrom 2:00 A.M.
on3Januar2000to 2:00A.M. on 10 Januarn2000;thesecond,
mit-decOO , was collectedfrom 6:00 P.M. on 4 December
to 6:00 P.M. on 11 December2000. The third set, kaist-
may01, wascollectedat KAIST from 5:00A.M. on 18 May to
5:00A.M. on24 May 2001.All timesareEST.
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(b) KAIST: The collection machineis located at a
point that capturesall DNS traffic, but only interna-
tional traffic of other types. This becausethe pri-
mary KAIST namesener, ns.kaist.ac.kr , for-
wards all DNS queries through the traced link to
ns.kreonet.re.kr

International
traffic

KAIST campus

Router A |— ns.kaist.ac.kr

Router B

Fig. 2. Schematidcopologyof thetracednetworks.

A. CollectionMethodolay

We filtered the traffic obsenedat the collectionpointto pro-
duceadatasetusefulfor our purposesAs mary previousstud-
ies have shaovn, TCP traffic (andin particular HTTP traffic)
comprisesthe bulk of wide-areatraffic [5]. TCP applications
usuallydependon the DNS to provide the rendezwusmecha-
nismbetweertheclientandthe sener. Thus, TCP flows canbe
viewedasthe majordriving workloadfor DNS lookups.

In our study we collectedboththe DNStraffic andits driving
workload. Specifically we collected:

1. OutgoingDNS queriesandincomingresponsesand

2. OutgoingTCP connectionstart(SYN andend (FIN and

RST) pacletsfor connection®riginating insidethe traced
networks.
In themit-jan00  trace,only thefirst 128bytesof eachpaclet
were collectedbecausewne were unsureof the spacerequire-
ments. However, becauseave found that someDNS responses
werelongerthanthis, we capturecentireEthernefpacletsin the
othertraces.

Thetracecollectionpointsdo not captureall client DNS ac-
tivity. Queriesansweredrom cachesnsidethetracednetworks
do not appeatrin the traces. Thus mary of our DNS measure-
mentsreflectonly thoselookupsthatrequiredwide-areagueries
to be sent. Sincewe correlatethesewith the driving workload
of TCP connectionsye canstill draw someconclusionsabout
overall performancandcachingeffectiveness.

In additionto filtering for usefulinformation,we alsoelimi-
natedinformationto presere user(client) privagy. In the MIT



traces,ary userwho wishedto be excludedfrom the collec-
tion processvasallowedto do so, basedon an IP addresghey
provided; only threehostsoptedout, and were excludedfrom
all our traces. We alsodid not capturepaclets corresponding
to reverseDNS lookups (PTR queries)for a small numberof
nameswithin MIT, onceagainto presere privagy. In addition,
all pacletswererewritten to anorymizethe sourcelP addresses
of hostsinsidethe tracednetwork. This wasdonein a pseudo-
randomfashion—eaclsourcelP addressvas mappedusing a
keyed MD5 cryptographichashfunction[20] to an essentially
unique,anorymizedone.

Our collection software was derived from Minshall’s
tcpdpriv - utility [21]. tcpdpriv. anorymizeslibpcap -
formattraceqgeneratedy tcpdump 's pacletcapturdibrary).
It cancollecttracedirectly or post-procesthematftercollection
usingatool suchastcpdump [22]. We extendedtcpdpriv
to supportthe anorymizationschemedescribedabove for DNS
traffic.

B. AnalysisMethodolay

We analyzedhe DNStracego extractvariousstatisticsabout
lookupsincluding the numberof referralsinvolvedin a typical
lookup andthe distribution of lookup lateng. To calculatethe
lateng in resolvinga lookup, we maintaina sliding window of
thelookupsseenin thelastsixty secondsanentryis addedfor
eachquery paclet from aninternalhostwith a DNS queryID
differentfrom arny lookupin thewindow. Whenanincomingre-
sponsepacletis seenthe correspondindookupis foundin the
window. If theresponseacletis ananswernasdefinedin Sec-
tion lI-A), thetime differencebetweertheoriginal querypacket
andtheresponsés thelookuplateng. Theactualend-useDNS
requestiateng, however, is slightly longerthanthis, sincewe
seepacletsin mid-flight. If the responseés not an answeywe
incrementthe numberof referralsof the correspondindookup
by one,andwait until the final answercomes.To keeptrack of
the namesenerscontactedduring a lookup, we maintaina list
of all thelP addressesf namesenersinvolvedin theresolution
of thelookup.

This methodcorrectly captureshe list of senerscontacted
for iterative lookups, but not for recursve lookups. Most
lookupsin the MIT tracesareiterative; we eliminatedthe small
numberof hostswhich sentrecursve lookupsto nameseners
outsidethe tracednetwork. The KAIST tracescontainmostly
recursve lookupssentto a forwarding sener just outsidethe
tracepoint; hencewhile we canestimatdowerboundsonname
resolutionlateng, we cannotderive statisticson the numberof
referralsor the fractionof accesseto atop-level sener.

C. Data Summary

Tablel summarizeshe basiccharacteristicef our datasets.
We cateyorizelookupsbasedon the DNS codein the response
they elicit, asshavn in rows 3-6 of Tablel. A lookupthatgets
a responseawith non-zeroresponseodeis classifiedasa ney-
ative answer asdefinedin the DNS specification8], [23]. A
zeo answeris authoritatve and indicatesno error, but hasno
ANSWERAUTHORITY or ADDITIONAL recordg10]. A zero
answercanarise,for example,whenan MXlookup is donefor
a namethat hasno MXrecord,but doeshave otherrecords. A

TABLE I
PERCENTAGE OF DNS LOOKUPS FOR THE POPULAR QUERY TYPES.

mit-jan00 mit-dec00 kaist
A 60.4% 61.5% 61.0%
PTR 24.6% 27.2% 31.0%
MX 6.8% 5.2% 2.7%
ANY 6.4% 4.6% 4.1%

lookupis answeedwith succes# it terminateswith aresponse
that hasa NOERRORodeand one or more ANSWERecords.
All otherlookupsareareconsideredinansweed

Clientscanmalke a variety of DNS queries,to resole host-
namesto IP addressesfind reverse-mappingdetweenlP ad-
dressesand hostnamesfind mail-recordbindings,etc. There
aretwentyquerytypesdefinedin the DNS specificatior{8]. Ta-
blell liststhefour mostfrequentlyrequestedjuerytypesin each
of our traces. About 60% of all lookupswere for hostname-
to-addressA recordsand between24% and 31% were for the
reversePTRbindingsfrom addresse® hostnames.

Although mostansweredA lookupsarefollowed by a TCP
connectionto the hostIP addressspecifiedin the returnedre-
sourcerecord, there are somenotableexceptions. Thesefall
into two maincategories:first, thereareDNS A lookupswhich
arenot driven by TCP connectionsand secondthereare TCP
connectionsvhich are not precededy DNS lookups. We ex-
cludedboth of theseclassesof queriesfrom our analysisand
simulations.

Roughly50% of the DNS lookupsat MIT arenotassociated
with any TCP connection.We believe that about20% of these
correspondo UDP flows but unfortunately our datadoesnot
includeary recordof UDP flows. Approximately 15% of these
A lookupsarefor nameserers,suggestingperhapghatthereis
adisparitybetweerthe TTL valuespeopleusefor A recordsas
opposedo NSrecords Also, roughly10%of all lookupsarethe
resultof anincomingTCP connection:somesystemswill do a
PTRlookupfor anIP addressaandthenverify thatthe nameis
correctby doingan A lookup for the resultof the PTR Finally,
asmallpercentagef thesdookupsarerelatedto reverseblack-
lists suchasrbl.maps.vix.com . Thisis aservicedesigned
to allow mail senersto refusemail from known spammers.

Approximately 20% of TCP connectiongfall into the sec-
ond class. Here, the dominantcauseis the establishmenbf
ftp-data  connections:the LCS network hostsseveral pop-
ular FTP senerswhich resultsin a fairly large numberof out-
going dataconnections.Other causesnclude hard-codedand
hand-enteredddresseffom automatedervicesunwithin LCS
suchasvalidator.w3.org . Finally, mail senerstypically
lookup MXinsteadof A records.

One of the major motivationsfor our work was the ratio of
DNS lookupsto TCP connectionsn the wide-arealnternet,as
describedn Sectionl. Thedatain Tablel (rows 9 and15) al-
low usto estimatethis ratio for the tracedtraffic, astheratio of
the numberof TCP connectiongo the numberof successfully
answeredookupsthatareA records.Thesenumbersareshovn
for eachtracein row 16, suggestinga DNS cachehit ratio (for
A-records)or the MIT tracesof betweerB0%and86%. As ex-



TABLE |

BASIC TRACE STATISTICS. THE PERCENTAGES ARE WITH RESPECT TO TOTAL NUMBER OF LOOKUPSIN EACH TRACE.

mit-jan00 mit-decO0 kaist-may01
1 Dateandplace 00/01/03-10MIT 00/12/04-11MIT | 01/05/18-24KAIST
2 Totallookups 2,530,430 4,160,954 4,339,473
3 Unanswered| 595,290(23.5%) 946,308(22.7%) 873,514(20.1%)
4 Answeredwith success| 1,627,77264.3%) | 2,648,02563.6%) 1,579,85236.4%)
5 Negatve answer |  281,85511.1%) 545,887(13.1%) 1,834,942(42.2%)
6 Zeroanswer 25,513(1.0%) 20,734(0.5%) 51,165(1.2%)
7 Total iterative lookups 2,486,104 4,107,439 396,038
8 Answered 1,893,882 3,166,353 239,874
9 A lookupswith follow-up TCP connections 496,802 941,081 817,937
10 || Totalquerypaclets 6,039,582 10,617,796 5,326,527
11 || Distinctsecondevel domains 58,638 84,490 78,322
12 || Distinctfully-qualified names 263,984 302,032 219,144
13 || Distinctinternalquerysources 221 265 405
14 || Distinctexternalnameseners 48,537 61,776 8,114
15 || TCPconnections 3,619,173 4,623,761 6,337,269
16 || #TCP: #valid A answers 7.28 491 7.75
17 || Distinct TCPclients 978 1,216 8,605
18 || Distinct TCPdestinations 47,427 140,293 32,716
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Fig. 3. Cumulatve distribution of DNS lookuplateng.

plainedin Sectionl, this hit rateis not particularly high, since
it includesthe cachingdoneby Web browserswhenthey open
multiple connectiongo the samesener.

IV. CLIENT-PERCEIVED PERFORMANCE

Thissectionanalyzeseveralaspect®f client-perceiedDNS
performance We startby discussinghe distribution of time it
took clientsto obtain answers. We then discussthe behaior
of the DNS retransmissiomrotocolandthe situationsin which
client lookupsreceve no answer We alsostudythe frequeng
andcausef answerghatare error indicationsandthe preva-
lenceof negative caching. Finally, we look at interactionsbe-
tweenclientsandroot/gTLD seners.

A. Latency

Figure 3 shawvs the cumulatve DNS lookup lateng distribu-
tion for our datasets. The medianis 85 ms for mit-jan00
and 97 ms for mit-dec00 Worst-caseclient latenciesbe-
camesubstantiallyworse—thdateng of the 90th-percentilén-
creasedrom about447 msin mit-jan00  to about1176ms
in mit-dec00 In the kaist-may01 data, about35% of
lookupsreceie response lessthan10 ms andthe medianis
42 ms. TheKAIST tracehasmorelow-lateng lookupsthanthe

Latency (ms)

Fig. 4. Lateny distribution vs. numberof referralsfor themit-dec00  trace.

MIT tracesbecausehe requestedesourcerecordis sometimes
cachedatns.kreonet.re.kr , Whichis closeto theprimary
namesener for the campus(seeFigure 2(b)). However, the
worst50% of the KAIST distributionis significantlyworsethan
thatof MIT. Many of thesedatapointscorrespondo lookupsof
namesutsideKorea.

Lateng is likely to be adwerselyaffectedby the numberof
referrals. Recallthat a referral occurswhena sener doesnot
know theanswetto aquery but doesknow (i.e., thinksit knows)
wheretheanswercanbefound. In thatcasejt sendsaresponse
containingone or more NS records,and the agentperforming
the lookup mustsenda queryto one of the indicatedseners.
Tablelll shows the distribution of referralsperlookup. About
80% of lookupsareresolhedwithout ary referral,which means
they getananswemdirectly from thesenerfirst contactedyhile
only atiny fraction (0.03%—-0.04%or MIT) of lookupsinvolve
four or morereferrals.

Figure4 shavs thelateng distribution for differentnumbers
of referralsfor themit-decO0 dataset. For lookupswith one
referral, 60% of lookupsareresohedin lessthan100 msand
only 7.3%of lookupstake morethan1 second.However, more
than95%of lookupstake morethan100ms,and50%take more
thanl secondif they involve two or morereferrals.



TABLE Il
PERCENTAGE OF LOOKUPS INVOLVING VARIOUS NUMBERS OF REFERRALS.
THE NUMBER OF LOOKUPS USED IN THISANALY SIS FOR EACH TRACE IS
SHOWN IN ROW 8 OF TABLE |. THE AVERAGE NUMBER OF QUERIES TO
OBTAIN AN ANSWER, NOT COUNTING RETRANSMISSIONS, WAS 1.27, 1.2,
AND 1.2, RESPECTIVELY.

TABLE IV

UNANSWERED LOOKUPS CLASSIFIED BY TYPE.

mit-jan00

mit-dec00

Zeroreferrals

139,405(5.5%)

388,276(9.3%)

Non-zeroreferrals

332,609(13.1%)

429,345(10.3%)

Loops

123,276(4.9%)

128,687(3.1%)

mit-jan00 mit-dec00 kaist-may01
0 74.62% 81.17% 86.09%
1 24.07% 17.86% 10.43%
2 1.16% 0.87% 2.10%
3 0.11% 0.07% 0.38%
>4 0.04% 0.03% 1.00%

100

90 &

. f,,.ﬂ"”d
70

60

CDF

50
40
30 *
20 X

X
10 4 NS cache hit ——

NS cache miss ---x---
10000 100000

1 10 100 1000
Latency (ms)

Fig. 5. Distribution of latenciesor lookupsthatdoanddo notinvolve querying
rootseners.

To illustrate the latengy benefitsof cachedNS records,we
classifyeachtracedlookupaseitherahit or amissbasednthe
first sener contactedWe assume missif thefirst querypacket
is sentto oneof theroot or gTLD senersandelicits a referral.
Otherwise we assumehatthereis a hit for an NS recordin a
local DNS cache.About 70% of lookupsin the MIT tracesare
hits in this sense. Figure 5 shows the lateng distribution for
eachcase. It shavs that cachingNS recordssubstantiallyre-
duceghe DNS lookuplateng eventhoughit mayinvolve some
referralsto completethe lookup. CachedNSrecordsare espe-
cially beneficiabecaus¢hey greatlyreduceheloadontheroot
seners.

B. Retmansmissions

This sectionconsiderdookupsthatresultin no answeyand
lookupsthatrequireretransmissioni orderto elicit ananswer
This is interestingbecausehe total numberof querypacletsis
muchlargerthanthetotal numberof lookups;the previoussec-
tion (andTablelll) shav thattheaveragenumberof querypack-
etsfor asuccessfullansweredjueryis 1.27(mit-jan00 ), 1.2
(mit-jan00 ), and1.2 (kaist-may0l1 ). However, theaver-
agenumberof DNS query pacletsin the wide-areaper DNS
lookupis substantiallyjargerthanthis.

We cancalculatethis ratio, r, asfollows. Let the total num-
ber of lookupsin atracebe L, of which I areiteratively per
formed. This distinctionis useful becauseour traceswill not
shaw retransmissiongoingoutto thewide areafor someof the

L — I recursve lookups. Let the numberof querypaclketscor
respondingo retransmissionsf recursve lookupsbe X. Let
@ bethetotal numberof querypacketsseenin thetrace.Then,
(L-D+rI=Q—-Xorr=1+(Q —L—-X)/I. Thevalues
of L, I, and( for thetracesareshown in rows 2, 7, and 10 of
Tablel.

Thevalueof r is relatively invariantacrossour traces:2.40
for mit-jan00 (X = 34,728), 2.57for mit-decO0 (X =
18,478), and2.36for kaist-may0l (X = 448, 396). Notice
thatin eachcaser is substantiallyjlargerthanthe averagenum-
berof querypacletsfor asuccessfullyansweredookup. Thisis
because&etransmissionaccountfor a significantfraction of all
DNS pacletsseenin thewide-arednternet.

A queryingnamesenerretransmit@ queryif it doesnotgeta
responsdrom the destinatiomamesener within a timeoutpe-
riod. This mechanisnprovidessomerobustnesso UDP paclet
lossor sener failures. Furthermoregachretransmissioris of-
tentargetedat a differentnamesener if oneexists,e.g.,a sec-
ondaryfor the domain. Despiteretransmissionand sener re-
dundang, about24% of lookupsin the MIT tracesand20% of
in theKAIST tracesecevedneithera successfuanswemoran
errorindicationasshavn in thethird row of Tablel.

We breakthe unansweredookupsinto three cateyories, as
shavn in TablelV. Lookupsthatelicited zeo referrals corre-
spondto thosethatdid notreceive evenonereferralin response.
Lookups that elicited one or more referralsbut did not lead
to an eventualanswerare classifiedas non-zeo referrals. Fi-
nally, lookupsthatledto loopsbetweemamesenerswherethe
querieris referredto a setof two or morenamesenersforming
aqueryingloop becausef misconfigurednformationareclas-
sified asloops We distinguishthe zeo referrals and non-zeo
referrals categoriesbecauséehe formerallows usto isolateand
understandhe performancenf the DNS retransmissiomecha-
nism. We do notreportthis datafor kaist-may01  sincemost
lookupsin thattracewererecursvely resohed by a forwarder
outsidethetracepoint.

The paclet load causedby unansweredjueriesis substan-
tial for two reasons:first, the ratherpersistentretransmission
stratgly adoptedby mary queryingnameseners,and second,
referralloopsbetweemameseners.

On average,eachlookup that elicited zero referralsgener
atedaboutfivetimes(in themit-decO0 trace)asmary wide-
areaquerypacletsbeforethe queryingnamesener gave up, as
shavnin Figure6. Thisfigurealsoshonvsthenumberof retrans-
missionsfor queriesthatwere eventuallyansweredthe curves
at the top of the graph)—awer 99.9%of the answeredookups
incurredat mosttwo retransmissiongndover 90%involvedno
retransmissionsWhatis especiallydisturbingis that the frac-
tion of suchwastedquery paclets increasedsubstantiallybe-
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tweenJanuaryand December000;in the mit-jan00  trace,
the worst5% of unansweredbokupscaused retransmissions,
while they causedL2 retransmissions themit-decO0  trace.

Giventhatthe queriescorrespondingo theselookupsdo not
elicit a responseandthat mostqueriesthat do geta response
getonewithin asmallnumber(two or three)of retransmissions,
we concludethatmary DNS namesenersaretoo persistenin
their retry strat@ies. Our resultsshav thatit is betterfor them
to give up sooneraftertwo or threeretransmissionsndrely on
clientsoftwareto decidewhatto do. Interestinglybetweernl 2%
(mit-jan00 ) and19%(mit-dec00 ) of unansweretbokups
did not seeary retransmissionsThis suggestgitherthatthere-
solverwasnotsetto retransmibr wasconfiguredwith atimeout
longerthanthe 60 secondvindow we usedin our analysis.

Figure7 shavsthe CDFsof thenumberof querypacletsgen-
eratedfor the non-zeo referrals andloops cateyoriesof unan-
sweredookups. As expected the non-zeroreferrals(which do
not have loops)did not generateas mary pacletsasthe loops,
which generatedn averageaboutten querypaclets. Although
unansweredookupscauseddy loopscorrespondo only about
4.9% and 3.1% of all lookups,they causea large numberof
guerypacletsto begenerated.

This analysisshows that a large fraction of the tracedDNS
pacletsarecausedy lookupsthatendupreceving noresponse.
For example,mit-dec00  included3,214,64dookupsthatre-
ceived an answer;the previous sectionshaved that the aver
age suchlookup sendsl1.2 query paclkets. This accountsfor
3,857,571uerypaclets. However, Tablel shovsthatthetrace
contains10,617,796query paclets. This meansthat over 63%
of the tracedDNS query paclets were generatedoy lookups
that obtainedno answer! The correspondingqiumberfor mit-
jan00 is 59%. Obviously, someof thesewererequiredto over-
comepacletlossesn Internetpaths.Typical averagdossrates
are between5% and 10% [6], [24]; the numberof redundant
DNSquerypacletsobsenedin ourtraceds substantiallyhigher
thanthis.

C. NgyativeResponses

As shovnin Tablel, betweernl0%and42%of lookupsresult
in aneggative answer Most of theseerrorsareeitherNXDOMAIN
or SERVFAIL. NXDOMAINsignifiesthat the requestechame
doesnot exist. SERVFAIL usually indicatesthat a sener is
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Fig. 7. Too mary referralsof thelookupsin loops this graphcomparesumu-
lative distributions of numberof referralsfor the lookupsthat causeloops
andthatcausenon-zeo referrals.

supposedo be authoritatie for a domain,but doesnot have a
valid copy of the databaséor the domain;it may alsoindicate
thatthe sener hasrun out of memory

TableV shaws the ten mostcommonnamesthat resultedin
NXDOMAINesponsesn the mit-jan00  and mit-dec00
The largest causeof theseerror responsesre inverse (in-
addr.arpa ) lookupsfor IP addressesvith no inversemap-
pings.

For mit-jan00 , in-addr.arpa accountedfor 33,272
out of 47,205distinctinvalid namesand79,734of the 194,963
total NXDOMAINesponsesSimilarly, for mit-dec00 , in-
addr.arpa  accountedor 67,5680ut of 85,353distinct in-
valid names,and 250,8670f the 464,761total NXDOMAINe-
sponsesOthersignificantcausesor NXDOMAINesponsei-
cludeparticularinvalid namessuchasloopback , andNSand
MXrecordsthat point to namesthat do not exist. However, no
singlenameor eventype of nameseemdo dominatetheseNX-
DOMAINookups.

SERVFAILs accountedor 84,9060f the answersin mit-
jan00 (outof 4,762distinctnameskynd61,4980f theanswers
in mit-decO0  (out of 5,102 distinct names). 3,282 of the
namesand24,170of thelookupswereinverselookupsin mit-
jan00 , while 3,651 of the namesand 41,4650f the lookups
were inverselookupsin mit-dec00 Most of the lookups
wereaccountedor by arelatively smallnumberof namesgach
looked up a large numberof times; presumablythe NSrecords
for thesenamesweremisconfigured.

D. NegativeCading

In this section,we touch on the issueof negative caching
whichwasformalizedin 1998[23]. Thelargenumberof NXDO-
MAIN duplicateresponsesuggestghat negative cachingmay
notbeworking aswell asit couldbe. In orderto studythis phe-
nomenonbetter we analyzedthe errorresponseso understand
their causesA summaryof this analysiss shavn in TableVI.

We do not know the actualcausefor mostof the negative re-
sponsesMany appearo betyposof correctnames.The most
clearcauseof a NXDOMAINesponsés areverselookupfor an
addresshatdoesnot have areversemapping.Thereareseveral
othersmall but noticeablecause®f negative answers.Reverse
black-list lookups,describedin Sectionlll, make up the next



TABLE V
THE TEN MOST COMMON NAMES THAT PRODUCED NXDOMAINRESPONSES
IN THE MI T- JANOO TRACE (TOP) AND THE MI T- DECOO TRACE
(BOTTOM). A TOTAL OF 194,963 LOOKUPS PRODUCED NXDOMAINN
M T- JANOO; 47,205 DISTINCT NAMES WERE INVOLVED. A TOTAL OF
464,761 LOOKUPS PRODUCED NXDOMAINN M T- DECOO; 85,353
DISTINCT NAMES WERE INVOLVED.

Lookups| Name
mit-jan00

7,368

5,200

3,078

2,871

2,268

1,913

1,887

1,642

1,547

1,377
mit-dec00

26,308

11,503

11,270

10,271

9,440

5,772

5,290

5,235

4,137

3,317

loopback

nsl.cvnet.com
jupiterisq.pt
shark.trendnet.com.br
213.228.150.3&-addr.arpa
mail.geekgirl.cx
swickhouse.w3.ar
ns3.level3.net
mickey.payne.og
239.5.34.206.iredd.arm

33.79.165.208.iraddr.apa
195.70.45.1

195.70.35.34
112.221.96.206n-addr.arpa
104.196.168.20&-addr.apa
110.221.96.206n-addr.arpa
216.4.7.226.ehoetae.can
216.4.7.227.ehoprae.can
auth01.ns.u.net
ns.corp.home.net

mit-dec00
150,066(32%)
249,236(54%)
36,955(7%)
11,310(2%)
9,718(2%)
5,590(1%)

Cause
Non-existentname

No reversemapfor PTR
No RBL (or similar) entry
Loopback
Otherone-word names
Invalid characterén query

mit-jan00
82,459(42%)
79,725(41%)
11,552(6%)
7,368(4%)
4,785(3%)
1,549(1%)

TABLE VI
BREAKDOWN OF NEGATIVE RESPONSESBY CAUSE AS PERCENTAGE OF
ALL NEGATIVE RESPONSES.

largestclassof queriescausingnegative responsesA number
of misconfiguredsenersforward queriesfor the nameloop-
back , insteadof handlingit locally. It might be a reasonable
heuristicfor senersneverto forwardthis andotherqueriesthat
do not include multiple labelswhen resolving queriesfor the
Internetclass.

However, we found that the distribution of namescausinga
negative responseollows a heavy tailed distribution as well.
Thus,thehit rateof negative cachingis alsolimited.

TABLE VII
THE TOTAL NUMBER OF LOOKUPS THAT CONTACTED ROOT AND GTLD
SERVERS, AND THE TOTAL NUMBER OF NEGATIVE ANSWERS RECEIVED.
THE PERCENTAGES ARE OF THE TOTAL NUMBER OF LOOKUPS IN THE

TRACE.
mit-jan00 mit-dec00
RootLookups 406,321(16%) | 270,413(6.4%)
RootNegative Answers | 59,862(2.3%) | 73,697(1.7%)

gTLD Lookups
gTLD Negative Answers

41,854(1.6%)
2,676(0.1%)

353,295(8.4%)
16,341(0.3%)

E. Interactionswith RootServes

TableVIl shavsthe percentag®f lookupsforwardedto root
andgTLD senersandthe percentagef lookupsthat resulted
in a negative answer We obsene that 15%to 18% of lookups
contactedoot or gTLD senersandthe percentagslightly de-
creasedetweenlanuaryand December2000. This wasprob-
ably causedby anincreasean the popularity of popularnames
(seeSectionV andFigure9), which decrease®NS cachemiss
rates. The table alsoshaows thatload on root senershasbeen
shiftedto gTLD senersover time. The gTLD senersat end
of 2000 were servingmore than half of all top-level domain
queries.

Between15% and 27% of the lookups sentto root name
seners resultedin negative responses.Most of theseappear
to be mis-typednames(e.g. prodiy.net ), barehostnames
(e.g. loopback orloghost ), or othermistales(e.g. in-
dex.htm ). It is likely that mary of theseare automatically
generatedy incorrectlyimplementedor configuredresolers;
for example,the mostcommonerrorloopback is unlikely to
be enteredby a user Note that the numberof theselookups
resultingin negative answersgemainsroughly the sameduring
2000,but becaus®f theshift to gTLDs, therelative percentage
of thesdookupshasincreased.

V. EFFECTIVENESS OF CACHING

The previous sectionsanalyzedthe collectedtracesto char
acterizethe actualclient-perceved performanceof DNS. This
sectionexploresDNS performanceaindera rangeof controlled
conditions,usingtrace-drven simulations.The simulationsfo-
cusonthefollowing questionsn the contet of A-records:

1. How usefulis it to shareDNS cachesamongmary client
machines?The answerto this questiondepend®on the ex-
tentto which differentclientslook up the samenames.

2. Whatis thelikely impactof choiceof TTL on cachingef-
fectivenessThe answerto this questiondepend®n local-
ity of referenceén time.

We startby analyzingour tracesto quantify two important
statistics: (i) the distribution of namepopularity and (ii) the
distribution of TTL valuesin the tracedata. Thesedetermine
obsenedcachehit rates.

A. NamePopularity and TTL Distribution

To deducehow the popularity of namesvariesin our client
traceswe plot accesgountsasafunctionof thepopularityrank
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TABLE VIII 09 e
POPULARITY INDEX & FOR THE TAIL OF THE DOMAIN NAME 08 -
DISTRIBUTION. , 0Tt
mit- mit- kaist- g |/
jan00 dec00 may01 2%
Fully-qualified | 0.88 0.91 0.94 g
Second-lgel | 1.09 1.11 1.18 o2
0.2
01 ok —
kaist-may01 -

of anamefirstconsideringnly “fully qualifieddomainnames.
Thisgraph,onalog-logscalejs shovnin Figure8(a). To under

standthe behavior of thetail of this distribution, andmotivated
by previous studiesthatshavedthatWeb objectpopularityfol-

lows a Zipf-lik e distribution [11], we representhe accesgount
asafunctiona/z®, wherea is termedthe popularityindex. If

thisis avalid form of thetail, thena straightline fit throughthe
tail would be a goodone, andthe negative of the slopewould
tell uswhata is. This straightline is alsoshown in the figure,
with a =~ 0.91.

We also considerwhetherthis tail behaior changeswhen
names are aggreyated according to their domains. Fig-
ure 8(b) shaws the correspondinggraphfor second-lgel do-
main namesobtainedby taking up to two labelsseparatedy
dots of the name;for example, foo.bar.mydomain.com
andfoo2.bar2.mydomain.com would bothbe aggreyated
togetheiinto thesecond-lgel domainmydomain.com . Thea
for thisis greatethanone,indicatingthatthetail falls off alittle
fasterthanin thefully qualifiedcasealthoughit is still apower
law. The slopescalculatedusingaleast-squarét for eachtrace
areshowvn in TableVlIl. !

Figure9 illustratesthe extentto which lookupsareaccounted
for by popularnames. The X -axis indicatesa fraction of the
mostpopulardistinct names;the Y-axis indicatesthe cumula-
tive fraction of answeredookupsaccountedor by the corre-
spondingX mostpopulamamesFor example themostpopular
10% of namesaccountfor morethan68% of total answergor

lwe calculatedheleast-squarstraightline fit for all pointsignoringthefirst
hundredmostpopularnamego moreaccuratelyseethetail behaior.

0

0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
Fraction of query names
Fig.9. Cumulatve fractionof request@ccountedor by DNS name mostpop-
ular first. The popularnamesappearo have becomeeven morepopularin
Decembe2000comparedo January2000,althoughthey arenotnecessar
ily thesamenames.
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Fig. 10. TTL distributionin themit-dec00 trace.

eachof thethreetraces.However, it alsohasa long tail, anda
large proportionof nameghatareaccessegreciselyonce. For
instance,out of 302,032distinct namesinvolved in successful
A lookupsin mit-decO0 , therewere 138,405uniquenames
accessednly once which suggestshata significantnumberof
root querieswill occurregardlessof the cachingscheme.
Figure 10 shaws the cumulative distribution of TTL values
for AandNSrecords NSrecordgendto have muchlongerTTL
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valueghanA records.Thishelpsexplainwhy only about20%of
DNSresponsefincludingbothreferralsandanswersn Tablel)
comefrom arootor gTLD sener. If NSrecordshadlower TTL
values.essentiallyall of the DNS lookuptraffic obsenedin our
tracewould have goneto aroot or gTLD sener, which would
have increasedheload on themby a factorof aboutfive. Good
NS-recordcachingis thereforecritical to DNS scalability
Figure 10 shavs how TTL valuesare distributed, but does
not considerhow frequentlyeachnameis accessedlIf it turns
out (asis plausible)that the more popularnameshave shorter
TTL valuesthenthe correspondingffect on cachingwould be
evenmorepronouncedFigurellshovstheTTL distribution of
namesweightedby the fraction of TCP connectionghatwere
madeto eachname. We show this for both mit-jan00  and
mit-decO0 , anddraw two key conclusiondrom this. First, it
is indeedthe casethat shortefr TTL namesare morefrequently
accessedwhich is consistentwith the obsenation that DNS-
basedload-balancingthe typical reasonfor low TTL values)
malkessenseonly for popularsites. Secondthe fraction of ac-
cessedo relatively short(sub-15minute) TTL valueshasdou-
bled(from 12%to 25%)in 2000from oursite, probablybecause
of theincreasedleploymentof DNS-basedener selectionand
contentdistribution techniquegluring 2000.

B. Trace-drivenSimulationAlgorithm

To determinethe relative benefitsof perclient and shared
DNS cachingof A-records,we conducteda tracedriven simu-
lation of cachebehavior underdifferentaggreationconditions.
First, we pre-processethe DNS answersin the traceto form
two databasesThe“namedatabasetnapsevery IP addresap-
pearingin an A answerto the domainnamein the correspond-
ing lookup. The “TTL database’mapseachdomainnameto
the highestTTL appearingn an A recordfor that name. After
building thesedatabaseghefollowing stepswereusedfor each
simulationrun.

1. Randomlydivide the TCP clients appearingin the trace
into groupsof sizes. Give eachgroupits own simulated
sharedDNS cacheasif thegroupshareda singleforward-
ing DNS sener. Thesimulatedcacheis indexedby domain
name,and containsthe (remaining) TTL for that cached
name.

2. For eachnew TCP connectionin the trace, determine
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100

which client is involved by looking at the “inside” IP ad-
dress;let that client’s groupbe g. Usethe outsidelP ad-
dressto index into the namedatabaseo find the domain
namen thattheclientwould have lookedup beforemaking
the TCP connection.

3. If n existsin g's cache,andthe cachedTTL hasnot ex-

pired,recorda“hit.” Otherwiserecorda“miss’

4. Onamiss,make anentryin g's cachefor n, andcopy the

TTL fromthe TTL databasénto then’s cacheentry.

At the endof eachsimulationrun, the hit rateis the number
of hits divided by thetotal numberof queries.

This simulationalgorithmis driven by the IP addressesb-
sened in the traced TCP connections,rather than domain
namespecaus®NS queriesthathit in local cacheslo not ap-
pearin the traces. This approachsuffers from the weakness
that multiple domainnamesmay mapto the samelP address,
assometimesccursat Web hostingsites. This may causethe
simulationsto overestimateghe DNS hit rate. The simulation
alsoassumeshateachclient belongsto a singlecachinggroup,
which maynotbetrueif aclientusesmultiple local forwarding
DNS seners. However, becauseDNS clients typically query
senersin a strictly sequentiabrder, this may be a reasonable
assumptiorio make.

C. Effectof Sharingon Hit Rate

Figure 12 shaws the hit ratesobtainedfrom the simulation,
for arangeof differentcachinggroupsizes. Eachdatapointis
the averageof four independensimulationruns. With a group
sizeof 1 client (no sharing),the averageperconnectioncache
hit rateis 71%for mit-decO0 . At the oppositeextreme,if all
1,216tracedclientssharea singlecache the averagehit rateis
89%for mit-jan00 . However, mostof the benefitsof sharing
areobtainedwith asfew as10 or 20 clientspercache.

The factthat domainnamepopularity hasa Zipf-lik e distri-
bution explainstheseresults.A smallnumberof namesarevery
popular andeven small degreesof cachesharingcantake ad-
vantageof this. However, the remainingnamesare large in
numberbut areeachof interestto only atiny fractionof clients.
Thusverylargenumberof clientsarerequiredbeforeit is likely
that two of them would wish to look up the sameunpopular
namewithin its TTL interval. Most cacheablereferencego
thesenamesarelik ely to besequentiateference$érom thesame
client, which areeasily capturedwith perclient cacher even
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D. Impactof TTL on Hit Rate

The TTL valuesin DNS recordsaffect cacheratesby lim-
iting the opportunitiesfor reusingcacheentries. If a names
TTL is shorterthanthe typical inter-referencenterval for that
name cachingwill notwork for thatname.OnceanamesTTL
is significantlylongerthanthe inter-referencenterval, multiple
referencesrelikely to hit in the cachebeforethe TTL expires.
Therelevantinterval depend®nthe names popularity: popular
nameswill likely becached:ffectively evenwith shortTTL val-
ues,while unpopulamamesmay not benefitfrom cachingeven
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with very long TTL values.In turn,a names popularityamong
agroupof clientsthatshareacachds to someextentdetermined
by the numberof clientsin thegroup.

To gaugethe effect of TTL on DNS cachehit rate, we per
form simulationsusing a small modificationto the algorithm
describedn SectionV-B. Insteadof using TTL valuestaken
from the actualDNS responsefn thetraces thesesimulations
setall TTL valuesto specificvalues. Figure 13 shaws the re-
sults, with one graphfor eachof the threetraces. Eachgraph
shavsthehit rateasafunctionof TTL. Sincetheresultsdepend
onthenumberof clientsthatsharea cache gachgraphincludes
separatecurvesfor perclient cachesgroupsof 25 clients per
cache andonecachesharedamongall clients. We usea group
of size25 becauseectionV-C shovedthatfor theactualTTL
distribution obsenedin our traces,a groupsizeof 25 achieses
essentiallythe samehit-rate asthe entire client populationag-
gregatedtogether

As expectedjncreasingl TL valuesyield increasingit rates.
However, theeffectonthehit rateis noticeableonly for TTL val-
ueslessthanabout1000secondsMost of thebenefitof caching
is achieredwith TTL valuesof only asmallnumberof minutes.
This is becausamostcachehits are producedby singleclients
looking up the samesener multiple timesin quick succession,
a patternprobably producedby Web browsersloading multi-
ple objectsfrom the samepageor usersviewing multiple pages
from the sameWebsite.

A simple model helps formalize this intuitive explanation.
Supposéherearem distinctnameg(or IP addressesgssuming
thatthey areone-to-onepbsenedin atracein whichtherearen
TCP connectionsn all. Supposeall nameshavethesameTTL,
T. As time progressedpokupsaremadeprior to TCP connec-
tions at varioustimesaccordingto the connectioninter-arrival
distribution. If the cacheis emptyattime 0, andonelooksata
time window of durationT’, the missrateis equalto 7. What
we shaw is thatif 7 is the meaninter-arrival time betweentwo
consecutre connectionso thesamdP addresén thetrace then
themissrateis equalto 7.

By definition,7 = >~ | f;7; where f; is the probability of
a connectionin the tracegoing to IP address, and; is the
averageinter-arrival time betweenconnectiongo address. If
n; is the expectednumberof connectionsn thetracethatwent
to address, then f; = n;/n. Thereforer = 31" | T

Now, T = n;7;, which impliesthatr = > L = Tm,
Thisimpliesthatthemissrate, ™ is in factequalto .

This suggestghat the missrateis an increasingfunction of
the averageinter-arrival time betweenconnectiongo the same
IP addresswhere the averageis computedacrossthe entire
traceweightedby the numberof appearancesf eachaddress.
Figure 14 shaws the cumulative distribution for outgoing TCP
connectioninter-arrivals—it is a heary-tailed Pareto distribu-
tion and hasan “infinite” mean. The dottedline is F(z) =
100(1 — ﬁa) which is fitted to the underlyingdataset. In
threecasesq is lessthanl andtherefore the expectationof an
inter-arrival requestdurationis unboundedWhatthis meanss
that essentiallyall hits in the cachearrive in closesuccession,
andaretypically generatedvhenbrowsersnitiate multiple con-
nectionsto anaddress.

Theseresultssuggesthatgiving low TTL valuesto Arecords




1 10 100 1000 10000 100000 le+06 1e+07 1e+08 1e+09

Interarrival time (ms)

(a) mit-jan00 (a=0.23,k = 223)

1 10 100 1000 10000 100000 1e+06 1e+07 1e+08 1e+09

Interarrival time (ms)

(b) mit-dec00  (a = 0.28,k = 540)

1 10

100 1000 10000 100000 le+06 1e+07 1e+08 1e+09

Interarrival time (ms)

(c) kaist-may01  (a = 0.34,k =92)
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will not significantlyharmhit rates. Thus,for example,thein-
creasinglycommonpracticeof usinglow TTL valuesin DNS-
basedsener selectionprobablydoesnot affect hit ratesmuch.

In general,cachingof A recordsappeardo have limited ef-
fectivenessin practiceandin potential. Even eliminating all
A-record cachingwould increasewide-areaDNS traffic by at
mosta factorof four, almostnoneof which would hit a root or
gTLD sener. Eliminatingall but perclient cachingwould little
morethandoubleDNStraffic. Thisevidencefavorsrecentshifts
towardsmore dynamic(andlesscacheablelysesof DNS, such
as mobile hostlocationtracking and sophisticateddNS-based
sener selection.
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Thediscussiorabove appliesto A-records specificallyfor A-
recordsfor namesthat do not correspondo namesenersfor
domains.lt is nota goodideato make the TTL valueslow on
NSrecordspor for A-recordsfor nameseners.Onthe contrary
doingsowould increaseheload ontherootandgTLD seners
by abouta factorof five andsignificantlyharmDNS scalability

VI. CONCLUSION

This paperhaspresentec detailedanalysisof tracesof DNS
andassociated CP traffic collectedon the Internetlinks of the
MIT Laboratoryfor ComputeiScienceandtheKoreaAdvanced
Institute of Scienceand Technology We analyzedthe client-
perceved performanceof DNS, including the lateng to re-
ceive answersthe performancef the DNS protocol,the preva-
lenceof failuresanderrors,andtheinteractionswith root/gTLD
seners. We conductedrace-drvensimulationsto studythe ef-
fectivenes®f DNS cachingasafunctionof TTL anddegreeof
cachesharing.

A significantfraction of lookups never receve an answer
Further DNS senerimplementationgontinueto be overly per
sistentin thefaceof failures.While mostsuccessfubnswersare
recevedin at most2—3 retransmissiondailurestodaycausea
muchlargernumberof retransmissionandthuspacletsthattra-
versethewide-areaFor instancejn the mostrecentMIT trace,
23% of lookupsreceve no answer;theselookupsaccountfor
morethanhalf of all tracedDNS pacletsin thewide-areasince
they areretransmittedjuite persistentlyIn addition,about13%
of all lookupsresultin a negative response Many of thesere-
sponsesappearto be causedby missinginverse(IP-to-name)
mappingor NSrecordghatpointto non-eistentor inappropri-
atehosts. We alsofound that over a quarterof the queriessent
to therootnamesenersresultin suchfailures.

Ourtrace-drvensimulationsyield two findings. First, reduc-
ing the TTLs of addresgA) recordsto aslow asafew hundred
seconddaslittle adwerseeffect on hit rates.Secondlittle ben-
efit is obtainedfrom sharinga forwarding DNS cacheamong
morethan 10 or 20 clients. This is consistentwith the heary-
tailed natureof accesso names.This suggestshatthe perfor
manceof DNS is not asdependenbn aggressie cachingasis
commonlybelieved, and that the widespreaduse of dynamic,
low-TTL A-record bindings should not degrade DNS perfor
mance. The reasondor the scalability of DNS are due less
to the hierarchicaldesignof its namespaceor good A-record
caching(asseemgo bewidely believed); rather the cacheabil-
ity of NSrecordsefficiently partitionthe namespaceandavoid
overloadingary singlenamesenerin thelnternet.
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