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Abstract

Naming and capability-mediatedervices suchas
AgentNameServicesand middle agents perform

a fundamentaltask in the Multi-Agent Systems
(MAS) infrastructurespecausehey allow agents
tofind eachotherandinteroperateBecaus®f their

importancein the MAS, the scalability of nam-
ing and capability-mediatiorservicesis crucialto

guarantedhe overall scalability of the MAS. Sur

prisingly though,while MAS infrastructurehasre-

ceived a fair amountof attention,the quantitatve

evaluationof infrastructurecomponentshasbeen
lacking. In this paper we presentan experimen-
tal evaluationof the agentnameservicesand the

capability-mediatiorusedby the RETSIMA infras-

tructure. In addition, we perform experimental
comparisonf the sameservicesoffered by the

CoABS GRID that utilizes Suns Jini™™. This

evaluationis usedasa framework to discusseval-

uationmetrics,designissuedor agentnamingand

discovery servicesandto provide suggestiongor

improvementof theseservices?.

1 Introduction

OpenMAS , in which agentscanappear move to a differ-
entlocationanddisappeamoredynamicallythantypical in-
formation sourceson the Internet, require servicesthat ab-
stractagentsfrom their capabilitiesandtheir physicalloca-
tion. Suchinfrastructureserviceshave beennamedMiddle
Agentsand Agent Name Services(ANS). The ANS solves
thelocationproblemby associatingheid of the agent(typ-
ically its name)to its physicallocation. An ANS actslike
a Domain Name Service(DNS) but with increasedlexibil-
ity for real-timeupdatesdiscovery services,and automatic
"pushing”and“pulling” of agentregistrations.Middle agents
arethe MAS counterpariof searchengineson the Internet.
They provide a mechanisnto registerwhich functionalities
areprovidedby theagentdn the MAS atary giventime,and

1This materialis basecbn work supportedn partby MURI con-
tract NO0014-96-1222nd CoABS DARPA contractF30602-98-2-
0138andNSFgrantsiRI-9612131andIRI-9712607

thenotheragentsn the systemfind serviceprovidershby in-
terrogatinghemiddleagentd Decker, Sycara& Williamson,
1997;Wong & Sycara,1994. For example, middle agents
canidentify the agentservicescurrently in the systemthat
provide informationon the stockmarket. Examplesof mid-
dle agentsinclude the OAA Facilitator [Martin, Cheyer, &
Moran, 1999, the RETSINA Matchmaler [Sycaraet al.,
1999 and the Infosleuth Broker [Perry Taylor, & Unruh,
1999. Middle agentsnaintainanupto dateregistry of agents
that have madethemselesknown to the MAS community
alongwith the serviceghateachagentprovides.

In this schemaywe candistinguish3 typesof agents:agent
providers,agentrequesterand middle agents. The process
of capability-basednediationhasthe following steps: (1)
providersadwertisetheir capabilitieswith middle agents(2)
middleagentsstoretheseadwertisements(3) arequesteasks
a middle agentto locateproviderswith desiredcapabilities,
(4) the middle agentprocesseshe requestgainstits knowl-
edgebaseof adwertisementsandfinally (5) dependingnthe
type of middle agent,e.g. matchmalkr or Facilitator the re-
sult could be either the storedadwertisementf the found
agentqif the middle agentis a Matchmaler) or theresultof
the completetransactionwhenthe middle agentis a Facili-
tator). Note thatagentprovidersandrequestersre not mu-
tually exclusive, sinceagentsoftenactboth asprovidersand
requestersThisis thecasewhenanagentrequiregheservice
of anotheragentwhile processing requestitself.

Naming and capability-mediationinfrastructureservices
areindispensabléor finding agentsaandthey constitutea fun-
damentafunctionality of MASs . The scalabilityof naming
andcapability-mediatiorservicess thereforecrucial for the
overall scalability of MASs . The scalability of theseser
vicescanbeevaluatedalongtwo dimensions{1) thenumber
of requestghey can processand (2) the numberof concur
rentagentghey canhandle.In this paper we concentraten
the first dimension,andthereforemeasurehe scalability of
theRETSINA MAS infrastructureasthetime requiredby the
ANS and Matchmaler to register and lookup agentsunder
heary load conditions. We will usethe Grid asbenchmark,
becausethe Grid is a MAS implementedin Jini™™ that
takes advantageof the Jini™™ Lookup service(LUS) [Ed-
wards, 1999 which is a scalableindustrial strengthlookup
service.Furthermoreit is possibleto comparethe ANS and
the Matchmaler with the Jini?™ LUS usedby the Grid



sincethey follow similar registrationandlookup protocols.

Therestof the paperis organizedasfollows: Section2 de-
scribes,in more detail, the capability andlocation problem
andthetradeofs betweerRETSINA andthe Grid ; section3
describeghe experimentalresultsof differentconfigurations
of the ANS ; section4 shaws the empirical resultsof com-
paringthe Grid and RETSINA, andfinally we concludein
sectionb.

2 TheRETSINA Infrastructure

RETSINA [5,6] is adistributedmulti-agentinfrastructurefor
openernvironments suchasthe Internet. It allows heteroge-
neousagentsto find eachother by name,or by capability
andto interactwith eachother RETSINA hasbeenusedto
develop a variety of applications[16, 17]. In contrastwith
otherMAS architecturesuchasthe Grid and OAA [Grid, ;
Martin, Cheyer, & Moran, 1999 that clusterthe function-
ality of the ANS and Capability-Basedervicesin the same
lookup services(Jini?™ LUS for the Grid , andthe Facil-
itator for OAA), RETSINA explicitly distinguishedbetween
thetwo services:an AgentNameServiceandmiddle agents.
The Agent Name Services(ANS) allows agentregistration
by nameandprovidesresolutionof anagenthameto a phys-
ical location (for example: machinehostand port). A set
of middle agents(e.g. matchmalers, brokers etc) provide
capability-basednediationservices,namelyfinding agents
that can provide desiredservices. Decouplingthe two ser
vicesis justified by the factthatagentdiscovery by nameis
a system-leel service,whereascapability-basedookupis a
serviceat the knowledgelevel. Thisis demonstratetby fact
that agents’capabilitiesand locationscan changeindepen-
dently: the agentscan move to a differentlocation without
loosingor gainingany capability or acquirenew functionali-
tieswithout changingocation.

The explicit distinctionbetweenANS andMiddle Agents
hasimportant consequencesfirst, RETSINA could seam-
lesslyuseothernamingservicessuchasthe DNS, especially
whenthe new proposaldor enhancedNS serviceggetim-
plemented.This is very corvenientto integrateserviceshat
supportdifferentprotocolssuchaswirelessservicesSecond,
someagentsmay not wantto adwertisetheir capabilitiesbut
only requestservices. Interface agentsthat act exclusively
asclientsin lieu of a humanuserare an exampleof agents
thatmay notwantto registerwith a Middle Agents.Through
the Interfaceagent,the useraccesseshe servicesprovided
by the agentsin the MAS, but the userdoesnot offer ary
serviceto thoseagents. Finally, capability descriptionsad-
vertisementandrequestshave sophisticatedepresentations,
possiblycontaininglogical and ontologicalformalisms,and
hencearemuchmorecomputationallyexpensve to storeand
match. RETSINA allows localizationof expensve services
thattheagentsmayaccessparinglyandcheapeserviceghat
agentsmay accessnoreeasily If anagentknows anothers
nameandcapabilityalready it is veryinefficientto forcethis
agentto do alookup in a capability-mediatiorservice(such
as JiniT™ LUS or Matchmaler) ratherthan usinga much
moreefficientagentnamingservice.

3 RETSINA ANS

As describedabove, the role of the ANS is to resole the
nameof the agentinto its physicaladdressthis is the most
basicfunctionality that allows agentsto inter-operate.Since
the ANS playssuchanimportantrole, it shouldbe very re-
liable andscalable.In this sectionwe will discussthe basic
functionalitiesof the ANS and then we will measuretheir
scalability

Upon launching,an ANS broadcaststs presencen the
systemon a multicastchannelwhich notifiesall agentsand
ANSs in the LAN of the new ANS in the system. Agents
autonomouslydecidewhetherto useit or not, while other
ANSs contactit to exchangeregistrationsandrequests.The
resultis thatthe ANSsin the LAN form a Discovery Group
(DG): agroupof ANSs aware of eachotherandableto ex-
changenformation. Similarly, whenagentsenterthe system,
they multicastarequesfor anavailableANSto thelocal DG .
Every ANS in theLAN will answetthecall andtheagentde-
cideswith which oneto register.

Reliability andfault toleranceis achieved in the ANS by
running multiple ANS senersthat storeredundaninforma-
tion. Consequentlyevenif oneor moreANS is notavailable,
theirinformationis notlost, but canberetrievedby querying
otherANSsthatarestill running. Redundangis achievzedin
two ways: Client Pushand ServerPush In the Client Push
caseagentsthatarethe clientsof the ANS , pushtheir reg-
istrationsto mary or all ANSsthey find; Sener Pushis per
formeddirectly by the ANS senersthatpushinformationon
their registrationgo otherANSsin their DG .

An agentcanqueryoneANS or multiple ANSsatthesame
time. We call this option Client Pull. In this case the agent
queriesall viable ANSsthatit is aware of for a result. Al-
ternatively, the agentcan query only one ANS and let this
ANS queryothersenersto find theaddresshe agentis seek-
ing. We call this mechanisnBerverPull: if an ANS cannot
find the addres®f theagentin its own databasejt forwards
thequeryto otherANSsin its DG .

The mechanismsdescribedso far are based on the
ANSsthat canbe discoveredin the LAN throughmulticast.
If we want MASs to work acrossthe Internet,agentsshould
not berestrictecto thelocal areanet, but they shouldbe able
to communicatewith agentsarywhereon the net. For this
reasongeachANS alsohasaccesgo a Hierarchy list: a list
of referencedo other ANSsthatare outsidethe LAN. If an
ANS cannotresole a referenceto an agentwithin it own
LAN, it queriesthe ANS, in its Hierarchylist, whichin turn
will performsimilar searchesThe advantageof the Hierar
chylist is to provide away to find referencesf agentsacross
thelnternetwithouttheburdenof registeringeachagentwith
every ANS in thenet.

3.1 Scalability of the ANS

In the previous sectionwe shavedthatthe agentcanbe con-
figuredto delegateto the ANS , to find the informationit is
seekingusinga SenerPush/Pullor it cankeepcontrolof the

2Agentsmay alsohave anexplicit referenceo anANS , in such
acasethey have noneedo multicastary requestratherthey register
directly with thereferencedANS .



procesausinga Client Push/Pull. In addition,the agentcan
strike a balancebetweerthe two optionsby usingthe Sener
Push/Pullbon someANS andClient Push/Pullbn others.

The decisionof which modality, of interactionwith the
ANS , to usedepend®n the priorities of the agent;but usu-
ally timeis oneof the mostimportantfactorsonthedecisions
thathaveto bemade. For thisreasorour experimentgestthe
ANS underthe heasiestload conditionspossible. The exper
imentsbelov were setup to estimatethe time penaltiesthe
agentwould incur by selectingone option versusthe other
In thefirst setof experimentswe comparedsener Pushand
Client Push. In both experimentswe usea setof ANSs (1
to 5°) anda Testprogramthat registersagentson the ANS .
Both trials were performedwithin the University public net-
work with a bandwidthof 10Mbpsusing 6 publicly avail-
ablemachinegSunuUltra), underaverageusagdoad. All the
ANSs andthe Testprogramswerewritten in Java andcom-
piled in the version 1.2, while the communicationbetween
theagentavasbasedn TCP/IPsoclets.

The Test programregistered 100,000 agentswith these
ANSs . In the Sener Pushcase,the Test programregis-
ters100,000agentswith the sameANS which thentakesthe
responsibilityof distributing theseregistrationsto the other
ANSs. In the Client Pushcase,the Testprogramregisters
the100,000agentswith eachANS, andno Sener Pushis per
formed. Registrationsare performedsequentiallyassoonas
theTestprogramrecevestheacknavledgmenbof thesuccess
of thepreviousregistration.Eachregistrationactionincluded
the creationanddissolutionof the TCP soclet betweenthe
testclient programandthe ANS sener(s). Theresultsof the
experimentsare shovn in table 1. Thetimesreportedwere
measuredby the Testprogramasthetime passedetweerthe
sendingof the messagandthe receptionof anacknavledg-
mentfrom the ANS.

In the secondexperimentwe comparedSener Pull vs
Client Pull. Here, the Test programsent5000 requestso
eachANS . Noneof theserequestgouldberesohedwith the
registrationsstoredin ary of the ANSs, asa consequencall
theANSswerequeried.In theSener Pull conditiontheagent
senta requesto onesingle ANS which in turn forwardedit
to theotherANSs. In the Client Pull condition,the Testpro-
gramwaitedfor areply from the ANS beforetestingthe next
one. This experimentwas performedwith an experimental
setupsimilar to the previousoneandtheresultsareshavn in
table2.

Numberof Seners || SenerPull | ClientPull
1 0 1
2 4 9
3 6 15
4 12 24
5 19 34

Table2: Averagetime (in milliseconds)erAgentLookupin
the Sener Pull andClient Pull conditions

The resultsshow that the averagetime of a lookup is ex-
tremelylow: justafew teensof millisecondsdespitethe high
loadof registrationsandthefrequeng of requestsThisresult
combinedwith theresultsin table 1, shavs thatthe ANS is
indeeda very scalableservicethatit cansupporta very high
numberof agentdn thesystem.

The experimentsso far shaved the performanceof mul-
tiple ANS seners that were queriedsequentially but very
rapidly, by the sameclient. An alternatve questionis what
would be the behaiior of the ANS whenqueriedby multiple
clientsasynchronouslyln the next setof experimentsanin-
creasingthe numberof clientsfrom 1 to 5 register 100,000
agentswith a single ANS . Furthermore,in a parallel set
of experimentswe measuredhe averagetime of lookup the
ANS underthe samesetof conditions. The resultsof these

experimentsaareshawn in table3.

Numberof Seners || SenerPush| ClientPush
1 5 5
2 6 21
3 8 35
4 10 43
5 14 60

Table1: Averagetime (in milliseconds)per Agent Registra-

tion in the Sener andClient Pushconditions.

Numberof Clients Push Pull
1 5 4
2 6 6
3 8 7
4 13 10
5 16 13

Theresultsshowv that despitethe high numberof registra-
tions,the ANS performsits tasksextremelyfast:justfew tens
of milliseconds,with the Sener Pushconditionbeingfaster
than Client Push. This datashawvs thatthe ANS canindeed
easilyhandleagreathumberof registrations. TheClient Push
caseresultsarethe slowestbecausén this casethe Testpro-
gramhasto register100,000agentswith all ANSs, while in
the Sener Pushconditionthe ANS reply immediately and
thenit pushegheregistrationwith to the othersenerstaking
adwantageof theintrinsic parallelismof MASs.

3Dueto theintensenetwork traffic generatedy theexperiments,
we werenot ableto run morethan5 senerswithout heary loss of
transmissiorpackages.

Table3: Averagetime (in milliseconds)per registrationand
lookup of one ANS queriedby 1 to 5 clientsunderaload of
100,000registrations.

Although not conclusve, theseexperimentssuggestthat
the ANS is not heavily affectedby the asynchronousnes-
sagesthe datashows thatthe responsdime of the ANS in-
creasesf justabout2mseereachclientadded.Thisexper
imentreinforcesthe conclusionabove: the ANS canindeed
supporta high numberof agentsandit canreply to themin
a matterof few millisecondsdespitethe load andthe asyn-
chronousmessagesk-urthermorethe experimentsshow that
the MAS is morelikely to hit the limits of the network that



the agentsare using as communicationchannel ratherthan
thecomputationalimits of the ANS, sincewhenmorethan5
senersareusedthenumberof conflictsandlossof packages
drasticallyincreased.

4 RETSINA Matchmaker

As describedabove, the ANS constitutesonly part of the
wholeinfrastructure:Middle Agentsconstitutethe otherma-
jor component.The role of Middle Agentsis to maptheid
of theagentinto a descriptionof its capabilities.While mid-
dle agentscomein mary sorts[Wong & Sycara, 1994, here
we concentrateon a specifictype of Middle Agent, called
Matchmaler, thatcloselymatcheghe Jini?™ LUS usedby
the Grid.

The Matchmaleris found by agentsin the systemthrough
discovery following the samemechanismdescribedabove
with the ANS. Uponfinding a Matchmaler, agentsadwertise
their capabilities;or look for agentsthat adwertisedservices
that matcha specificrequest. The task of a Matchmaler is
to collect and storeadwertisementst recevesandto match
themagainstheincomingrequestsTo accomplistthistaska
RETSINA Matchmalerusesamatchingenginethatperforms
both syntacticandsemanticanalysisof the adwertisementso
find exactor partialmatches.

An adwertisemenin RETSINA consistsof the “context”,
ie a descriptionof the domainof a service/agente.g. sell-
ing shoes)the input and outputparameter®f the agent(so
that queriesto it canbe formulated),input and outputvari-
able typesand input and output constraints. The matching
algorithm can also avail itself of ontological services,ei-
ther in the form of taxonomicinferencesusing the Word-
Net ontologylFellbaum,1999, or in the form of logical in-
ferenceausinga terminologicallanguageTL [Sycaraetal.,
1999. Usinganontology allows the matchingalgorithmto
(a) malke partial matchesbasedon similarity of input/output
variablesand constraints,and (b) make more sophisticated
matcheghan“string only” matchesFor example thematch-
ing algorithmis ableto detectthatarequesfor anagentthat
providesinformationon “dogs”, canbe satisfiedby a regis-
teredadwertisemenbf anagentthat providesinformationon
“animals”. The matchmakr alsoimplementsa monitoring
andnotificationservice,sothatagentsarenotified of the ex-
istenceof a new servicethey areinterestedn assoonasthis
serviceadwertisests availability.

The RETSINA Matchmaler provides a requesteragent
with the contactinformation of relevant providersto allow
them to directly interactwith a service. This crucial dif-
ferencewith other middle agentssuch as Brokers and Fa-
cilitators makes the RETSINA Matchmalerslessof a sin-
gle point of failure, sinceafter a requestehasbeengivena
list of providers,it cancontinueits transactionslirectly, even
whenno Matchmaleris present.n addition,arequestecan
cacheproviders’ contactinformationandreusethemwithout
resortingto the matchmakingrocessverytime. Finally, the
Matchmaler’s get-out-of-the-vay behaior removesabottle-
neckfrom the system,ncreasingheoverall efficiency of the
MAS andcontributingto the securityof thetransactionsince
thereis no singlenodecrossedy all messageexchangedy

theagentsn the MAS.

41 TheGrid benchmark

In orderto evaluatethe scalability of the Matchmaler, we
comparedits performancewith the Lookup Serviceof the
COABS Grid that is basedon the Jini™™ LUS . The Grid
is an open MAS infrastructurethat supportsinteroperation
of agentsand Jini™™ service$, basedon the Jini™™ in-
frastructure:specificallyit usesthe Jini?™ LUS asits core
componento find agentsn the MAS.

In Jini™™ | serviceproviders enterthe systemby regis-
teringwith the LUS . This registratior? consistsof two com-
ponents:a ServiceObjectand ServiceAttributes. The Ser
vice Objectis a proxy of the providerit representswhile the
ServiceAttributesdescribefeaturesof that provider. Upon
lookup, the ServiceObjectis sentto therequesteandit acts
asan interfaceto connectthe provider andthe requesterin
the sensehatall the functionalitiesthat the provider adver
tisedwill be availableto the requestetthroughthe Service
Object. The Grid usesa setof standardizedibrariesbuilt on
top of Jini™™ to accesshe LUS, andto describetheagents
in the system.

Jini™ LUS and the Matchmaler have similar func-
tions in the system: they provide the point of contactof
agentsin the MAS, but neither the Matchmaler nor the
Jini™™ LUS managethe interactionbetweenthe request-
ing agentand the serviceprovider. Furthermore both the
JiniTM LUS andthe Matchmaler concentrat@n theidenti-
ficationof theagentonthebaseof whatthey providerather
than of their locationasis the caseof the ANS. The agent
locationfunction performedby the ANS in RETSINA is in-
steadperformedby ServiceObjectsin Jini™™ |, sincethese
objectsareresponsibléo contacttheagent.

While thereare somesimilarities betweenJini™™ LUS
andthe RETSINA Matchmaler, thereare also striking dif-
ferencedetweerthem. RETSINA's adwertisementslescribe
the functionality of the agents:whatinputsthey requireand
what outputsdo they produce. Furthermoreas seenabove,
RETSINA usesa flexible matchingthat can recognizethe
similarity betweenthe requestand the adwertisementeven
thoughthereis no perfectsyntacticmuchbetweenthe two.
JiniT™ ontheothersidechecksonly whetherthetypeof the
objectrequestednatcheswith ary of thetypesof the objects
in the LUS, and whetherthe valuesof the attributesof the
requestmatcheghe attributesof the provider. Furthermore,
since JiniT™ comparesbjectsratherthan descriptionsof
functionalities the attributeslist andtype of the objectis un-
constrainedwhich forcesthe requestingagentshouldknow
the serviceit is looking for, in advanceof the search.Thisis
notthecasewith RETSINA, sinceary agentin theRETSINA
systemneedsto know only what outputsit expectsfrom a
serviceprovider and possiblywhat informationit is willing
to passasinputs; the matchmalkr thenassumeshe task of
selectingthe bestmatchedor thatrequest.

4In the remainingsectionsof the paperwe will not distinguish
betweenJiniTM servicesandagentssincethe Grid doesnot make
ary distinctioneither

STheregistrationoperatioris called”join” in Jini™™ sinceit is
performedwhena servicejoins the system.



4.2 The Scalability of the Matchmaker

We measuredhescalabilityof the Matchmaleralongtwo di-

mensionsregistrationtime andlookuptime. The testswere
performedby installing oneagentthat sequentiallytransmit-
ted adwertisement$o a Matchmaler runningon anothema-
chine.Thedatawascollectedby theagentasthetotaltimere-
quiredto sendthe adwertisementindreceve anacknavledg-
ment,or thetotal time requiredto senda requestandreceve
ananswer Similarly, we rana Grid agentthat adwertisedor

queriedthe JiniT™ LUS usingthe samesettingsusedin the
Matchmaler experiments. In all conditions,the agentsand
the Matchmaler or Jini? LUS ranon different600 MHz

pentiummachinesrunning Linux and Java 1.3. The same
machinewasusedto runthe MatchmalerandJini™™ LUS.

All experimentsvereperformedwithin the University public
network, with normalconditionsof traffic.

Agent Registration

In the registrationexperiments(equivalentto the “push” ex-

perimentsfor the ANS), the agentsadwertisedthemseles
with the Matchmaler or the Jini™™ LUS. Theresultsof the
experimentsaredisplayedn table4, for comparisorandease
of evaluation theresultsof theexperimentsvith the ANS are
added.

AgentsRegistered|| Matchmaler | Grid | ANS
100 64 219 4
200 62 208 4
500 81 NA 3
100,000 5

Table4: Registrationtime with theMatchmaler, the Grid and
the ANS

Theexperimentshaov thatthe Matchmalertakeslessthan
100 msto registeran agentevenwith a load of 500 agents.
This resultis very encouragingbecauset shavs that the
Matchmaler canhandlethe registrationload despitethe size
increaseof the MAS. The combinationof theseresultswith
the ANS results,shovs thatthe RETSINA MAS infrastruc-
ture canindeedhandlea fair numberof agents. The results
shav alsothat a registrationwith the Grid takesaboutthree
timeslongerthanwith the Matchmaler. This is dueto the
factthatwhile theMatchmalerindexestheadwertisemenand
storesit in its internal DB, while the JiniT™ LUS needso
reconstructhe serializedobjectthatit receveswhich appar
ently is a costly operation. Furthermore the Grid failed to
registermorethe 205 agentswithout issuingan out of mem-
ory error. It isimpossiblefor usto identify whetherthe prob-
lem is dueto a limitation in the Jini™™ LUS or on the size
of the objectsusedby the Grid to represenagents.

Agent L ookup

To analyzethe scalability of the Matchmaler lookup, we
againcomparedthe lookup time of RETSINA agentswith
the Matchmaler andthelookuptime of Grid agentswith the
JiniT™™ LUS . SinceJiniT™ doesnotperformary ontolog-
ical match,the Matchingengineusedby the Matchmaler did
not performary ontologicalmatcheither Furthermorewe
measurechow the performanceof the Matchmaler lookup

degradeswhenthe numberof queryingagentsncreasesWe

performedthis experimentrunning 1, 2, 3, 4 and>5 clients,
eachof which was sendingrandomly generatedookup re-
quests.As in the previous case we ranthe Grid in the same
conditions. The resultsof the experimentsare displayedin

table5.

Agents|| Grid | MM || Grid | MM || MM ANS
100 | 100 || 200 | 200 || 500 || 100000
1 330 | 82 || 353 | 93 || 128 4
2 332 | 161 || 470 | 155 || 221 6
3 373 | 190 || 540 | 235 || 332 7
4 407 | 247 || 636 | 305 || 440 10
5 441 | 313 || 694 | 379 || 563 13

Table5: Averagd_ookupTime,in Milliseconds for theGrid,
the Matchmalerandthe ANS.

The resultsof this last experimentagainsuggesthat the
Matchmaler scalesas the number of lookup requestsin-
creases. Furthermore,it shows that the lookup time with
the Matchmaler greatlydominateghe lookup time with the
ANS, which is not a surprising result since the task per
formed by the Matchmaler is more complicatedthan the
taskperformedby the ANS. The correctmanagementdf the
Matchmaler is thereforemore critical thanthe management
of the ANS. Furthermore,the Matchmaler matchingtime
increasedinearly with the numberof clients, becausethe
Matchmaler handlesone requestat a time (ary attemptto
multithreadthe matchmalker shavedworseperformancese-
causeof the overheadof managingthe extra threads).Nev-
erthelessRETSINA scaledetterthanthe Grid. As the data
shaws, the Matchmaler answerspn average abouttwice as
fastasthe JiniT™ LUS with the Grid registrations. The
Matchmaler is fasterthanthe Jini”™™ LUS even with the
greatetoadasthedataat500agentshowvs. TheMatchmaler
hastwo advantage®nthe Jini?™ LUS: first, adwvertisements
arestringsof afew hundredcharacterswhile Jini?™ hasto
instantiatethe ServiceObjectsthatit recevesfrom the pro-
viding agentsthesecondadwvantages thatthe Matchmaler’s
engineefficiently accessetheslotsof eachadwertisemenand
requestswhile the Jini™™ LUS hasbeenconstructedo in-
dex ServiceObjectsby their type while the matchingon the
basesf theattributesis veryinefficien®, but this seemso be
exactly thetype of accesprovidedby the Grid.

5 Discussion and Further Research

This paperdiscussedhe scalability of the main components
of the RETSINA MAS infrastructure:namelythe ANS and
the Matchmaler. Specifically we were interestedin eval-
uating how well that thesecomponentsscale under heary
registrationload. The resultsshav that both the ANS and
the Matchmaler cansupporta high numberof registrations.
Specifically the ANS canperforma registrationor a lookup
in a few milliseconds;evenwhenloadedwith up to 100,000
registeredagentsandreceving mary concurrentequestsin

5We thankJim Waldofor this explanation



this casethe MAS infrastructurds limited moreby the scal-

ability of thecommunicatiometwork ratherthanby thecom-

putationaloadonthe ANS. TheMatchmaleralsoscales/ery

well, takingonaveragel28msperlookup,with aloadof 500

agentgegistered.Furthermoreit scalesvell whencompared
with the Grid, evenwith 5 agentsqueryingconcurrentlyat

high speed.

Additional testswill be neededto evaluatethe scalabil-
ity of the ANS and Matchmaler when queriedby a high
numberof concurrentagents,ratherthan a few sequential
agentsasin theexperimentdiscussedhere.Furthermorethe
testswith the Matchmaler did not include arny ontological
matching. Ontologicalinferenceis usually computationally
heavy, andit is boundto dominatethe Matchmaler’s lookup
time. Thereforewe ervision a distributedMatchmakingsys-
temwhereeachMatchmaler is specializedandhasefficient
accesdgo one specificontology as describedin [Jhaet al.,
1994, ratherthandistribution basedon the topology of the
local network asin the caseof the ANS and Jini™™ LUS.
Empirical resultswill shov which configurationwill scale
better Finally, the scalability of the ANS will be improved
by replacingthe static Hierarchyconfigurationdescribedn
this paperwith a self-configuringone. In addition mecha-
nismsfor security leasingandintegrity checkswill beadded
andtheir effect on the registrationand lookup time will be
measured.

6 Conclusion

The experiments describedin this paper shawv that the
RETSINA MAS infrastructureis scalablewell beyond the
currentsize of MASs. Althoughthe ANS and Matchmaler

were queried sequentially the querieswere sent at a fre-

gueng thatis boundto be muchhigherthanthe frequengy

of queriesandlookupsin atypical applicationundernormal
operatingconditions. Furthermorejt comparedvell against
the Grid which is basedon the Jini™ LUS. Theseexper

imentsthereforeshov thatthe RETSINA infrastructurecan
reliably supportlargeconcurrentMAS applications.
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