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Abstract. This paper presents smooth haptic interaction methods for an immer-
sive and interactive broadcasting system combining haptics in augmented real-
ity. When touching the broadcasted augmented virtual objects in the captured 
real scene, problems of force trembling and discontinuity occur due to static 
registration errors and slow marker pose update rate, respectively. In order to 
solve these problems, threshold and interpolation methods are proposed respec-
tively. The resultant haptic interaction provides smoother continuous tremble-
free force sensation. 

1   Introduction 

Rapid growth of computing and telecommunication technology allows recent digital 
multimedia systems to incorporate users' immersion and interactions. Physical touch to 
the digital multimedia may play an important role for immersion and interactions. 
O’Modhrain and Oakley [1] explored how haptic interaction might enhance and enrich 
the experience of broadcast contents. Moreover, much attention is newly given to the 
augmented reality (AR) technology [2] in broadcasting media production because of its 
simple but excellent interactive display and tracking potential. BBC [3] also introduced 
AR technology in broadcasting production. The haptic interaction in AR-based broad-
casting system, however, may cause force trembling and discontinuity problems as 
observed in [4]. Virtual objects that are augmented in the captured scene showed trem-
bling due to static registration errors. Moreover, touch to the moving objects generated 
abrupt change of force sensation because of the slow marker pose update rate compared 
to the high haptic rendering rate. In order to solve these problems, this paper presents 
smooth haptic interaction methods by threshold and interpolation techniques for hapti-
cally enhanced broadcast contents, which can be produced and broadcasted. 

2   Broadcasting System Chain with Haptics in Augmented Reality 

This section presents brief summary of the haptically enhanced broadcasting system 
that we proposed earlier [4] for explaining overview of the data flow. In Fig. 1, a 
captured video is analyzed in the AR process to detect fiducial markers in it in order 
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to derive their 3D spatial relationship with respect to the camera coordinate system. 
ARToolKit [5] can facilitate this process. The 3D media database contains 3D object 
model information: geometry, texture, and even material properties for haptic sensa-
tion. In the proposed system, the 3D model data is downloaded to clients prior to 
video streaming because the 3D object model is not needed for every scene. Then the 
viewer can explore and manipulate the object at designated haptic interaction session 
that can be indicated on the screen by a producer. In the client site, the object is aug-
mented to the scene and is displayed. Then haptic probe is overlaid on it. The control 
unit processes the video media and the 3D model data to control haptic device by 
using haptic rendering algorithm that is the main functions of haptic process. In our 
system, we have used the 6-dof haptic devices, Phantom [6]. 

 

Fig. 1. The broadcast system chain 

3   Smooth Haptic Interaction in Augmented Haptics 

Implementation of the proposed haptically enhanced broadcasting system showed some 
abrupt and trembling force sensation to users. The first problem is that static registration 
errors occur from optical distortion, tracking errors, mechanical misalignments, and 
incorrect viewing parameters even when nothing is moving in the scene [2]. These er-
rors lead to force trembling when viewers touch an augmented virtual object with a 
haptic interface. The estimated accuracy of ARToolKit for a single marker showed that 
the farther the marker distance from the camera and the smaller the tilt angle, the less 
the accuracy [7]. In order to estimate the maximum pose error to cut off, we measured 
the marker (8×8 cm) pose fixed on the wall that is 70cm distant from and perpendicular 
to the camera. Then we obtained the maximum static errors in the 70 cm camera work-
space. Fig. 2 shows the results, where the left column indicates the x-y-z position varia-
tions and the right column indicates roll-pitch-yaw angle variations. Then we have ap-
plied the threshold to almost completely eliminate the trembling based on the maximum 
pose variations given by equation in Fig. 2. 
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Fig. 2. Static pose variations 

 

Fig. 3. Pose interpolation in haptic interaction 
 

Humans can sense force vibrations well in excess of 300Hz. For smoother and 
more stable force feeling, generally, high haptic update rate (>1000Hz) is required. 
But the estimated marker pose, that is the virtual object pose, is updated at around 
20Hz, much slower than haptic update rate. This performance gap may cause the 
contact force discontinuous, that is to say, humans can perceive the discrete change of 
the virtual object. The haptic rendering loop calculates the interaction force in about 
1kHz rate while the virtual object pose is updated in about 20Hz. In other words, 
between the two consecutive graphic rendering time (t) and time (t+Δt) in Fig. 3, the 
haptic rendering loop computes the interaction force about 50 times with the virtual 
object that is statically posed at time (t). When the virtual object pose jumps to the 
next pose at time (t+Δt), therefore, the viewer grabbing the haptic interface and con-
tacting the virtual object feels uneven jumping force. Therefore, the virtual object 
pose must be interpolated between the poses at (t) and (t+Δt) in the haptic rendering 
loop. This interpolation is possible because when we display the augmented scene at 
(t), we already have the virtual object poses at (t) and (t+Δt) because the streamed 
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data is buffered in advance. Each interpolation pose in the haptic rendering loop be-
tween (t) and (t+Δt) was calculated by adding the pose at (t) and the pose variation 
during (Δthaptic). The results indicate that the interpolation process is sufficient to give 
the apparent continuous force when the virtual object is moving. 

4   Conclusions and Future Works 

This paper presented smooth haptic interaction methods for an immersive and interac-
tive broadcasting system combining haptics in augmented reality. Threshold and in-
terpolation methods showed more stable and smoother force in haptic interaction. The 
estimated threshold values are a little sensitive to light condition and background 
scene. We will design and implement robust low-pass filter to eliminate the static 
registration errors in changing environments. 
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