Fundamentals of Algorithms Fall 2009 Mid-Term      
       October 16, 2009
Answer the questions below




NAME______________________________
1. Expand log x4y2z3 in terms of log x, log y, log z
2. Prove by mathematical induction that the sum of the first N natural numbers is N* (N+ 1)/2. 
3.   Prove by mathematical induction that 1^2 + 2^2 + 3^2 + …+n^2 =  (1/6)(n)(n+1)(2n+1)

4.   Prove by mathematical induction that 1^3 + 2^3 + 3^3 + …+n^3 =  

(N* (N+ 1)/2)^2

5. Order the following function from slowest growing to fastest growing: n^3, lg n, 2^n, n, n^2, n lg n

6. Use the product rule for derivates [(fg)' = f'g + fg'] to prove by mathematical induction that for every integer n >= 1, the derivative of 
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is.
7. Suppose that f(n)=2*f(n/2) + n with f(2)=2. Prove by induction that f(2^k)=k*2^k.

8. Permutation Sort: Consider the following (very naïve) algorithm for sorting n numbers:

(i) Try every possible permutation of n numbers.

(ii) Test if the permutation is sorted. If yes then stop, else keep going

What is the worst case running time of this algorithm (in terms of number of comparisons)?

9. Matrix Multiplication: 

In 1969 Volker Strassen invented an algorithm for matrix multiplication whose running time is governed by the following formula:

T(n) = 7 T(n/2) T(1)=1

Solve the recurrence to find a closed form formula for T(n).
10. Binary Trees: 

(a) Prove that a binary tree of height h has at most 2h leaves.

(b) Prove that a tree with L leaves must have height at most ┌log L┐.

11. Factorial: 

(a) Prove that 2n < n!
(b) Prove that (n/2)n/2 < n!
(c) Prove that n! < nn
12. Master Theorem: Find a closed form expression for T(n)
(a) T(n) =  T(n/2) T(1)=1
(b) T(n) = 2 T(n/2) T(1)=1

(c) T(n) = 4 T(n/2) T(1)=1

(d) T(n) = 8 T(n/2) T(1)=1

(e) T(n) = 2k T(n/2) T(1)=1
13. Divide and Conquer:
(a) Give a complete analysis of the running time of Merge Sort and prove that it takes O(nlgn) comparisons (you may assume n=2k to simplify the analysis).

(b) Give a complete analysis of the running time of Karatsuba’s algorithm and prove that it uses O(nlg3) multiplications of single digits (you may assume n=2k to simplify the analysis).
(c) Show that sorting an array of n numbers will take Ω(nlgn) comparisons.
14. Graph Coloring:
(a) Suppose we are asked to color a graph with n – nodes using k colors. How many possibilities will the “brute force” algorithm have to analyze to find a suitable coloring?

(b) What is the running time of the “greedy” algorithm in the same situation as part (a)?

15. TSP
(a) What is the running time of the nearest neighbor heuristic for solving TSP?

(b) Show that the MST-heuristic will give a distance at most TWICE of the optimal solution for TSP. 
