Fundamentals of Algorithms FINAL December 4, 2009 –                         Closed Book, Closed Notes
Please Answer all Questions in the Spaces Provided
NAME______________________________
1. Recursion(5):  Indicate which of the following sorting algorithms is typically implemented using recursion:
Insertion Sort  ___________

Bubble Sort     ___________

Merge Sort      ___X________
Selection Sort _____________
2. Running Time I(5): Suppose a search algorithm is described as having a theoretical run-time complexity of O(SQRT(N)). Does this complexity estimate refer to best-case, worst-case, or average-case?  (Just answer, no explanation is necessary). 
____________________WORST-CASE____________________________________________________
3. Running Time II(5): What is the worst case running time of the following sorting algorithms?

	
	Insertion Sort
	Selection Sort
	Bubble Sort
	Merge Sort

	Worst Case Running Time
	O(n2)
	O(n2)
	O(n2)
	O(n lg n)


4. Running Time III(5): Order the following functions in order of increasing rate of growth:
n2,   n,   log(n),   2n,   log log(n),   n3,   3n

      ANSWER: log log(n),  log(n), n, n2, n3, 2n, 3n
5. NP-Complete I(5): Which of the following are NP complete Problems? (Tick the appropriate choices)

(a) Graph Coloring X
(b) Sorting

(c) Bin Packing X
(d) Knapsack X
(e) Integer Multiplication

(f) Travelling Salesman Problem X
6. NP-Complete II(5): It is known that NP-Complete problems can be solved in _____________ by “Brute Force” (Tick the appropriate choice)

(a) Polynomial Time

(b) Logarithmic Time

(c) Exponential Time X
(d) Quadratic Time

(e) Cubic time

(f) Linear Time

(g) Quartic Time
7. Hand to Hand(10): Use Dynamic Programming to compute bin(10,4)
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	1
	2
	3
	4

	0
	1
	
	
	
	

	1
	1
	1
	
	
	

	2
	1
	2
	1
	
	

	3
	1
	3
	3
	1
	

	4
	1
	4
	6
	4
	1

	5
	1
	5
	10
	10
	5

	6
	1
	6
	15
	20
	15

	7
	1
	7
	21
	35
	35

	8
	1
	8
	28
	56
	70

	9
	1
	9
	36
	84
	126

	10
	1
	10
	45
	120
	210


8. Induction(10): Prove by mathematical induction that 12  + 22  + 32  + … + n2 =  (1/6)(n)(n+1)(2n+1)

Base case : n =1;

12 = (1/6) (1) (2) (3)

Inductive hypothesis: n = k;

12 +  22 +  32  .... k2 = (1/6) (k) (k+1) (2k+1)

To Show : n = k + 1;

12 +  22 +  32  .... k2 + (k+1)2 = (1/6) (k+1)( k+2) (2k+3)

Starting from the IH:

12 +  22 +  32  .... k2 = (1/6) (k) (k+1) (2k+1) (IH)

12 +  22 +  32  .... k2 + (k+1)2 = (1/6) (k) (k+1) (2k+1) + (k + 1)2 (adding (k+1)2 to both sides)






    = (k+1)[(1/6)k(2k+1) + k + 1] (factoring k+1)






    = (k+1)[(2/6)k2 + (1/6)k + k + 1]






    =  (k+1)[(2k2 + k + 6k + 6)/6]






    =  (k+1)[(2k2 + 7k + 6)/6]





 
    =  (1/6)(k+1)(k+2)(2k+3) 

QED
9. Modexp(10): Use the method of repeated squaring to compute 99731 mod 1013
9972 mod 1013 = 9972 mod 1013 = 256
9974 mod 1013 = 2562 mod 1013 = 704
9978 mod 1013 = 7042 mod 1013 = 259
99716 mod 1013 =2592 mod 1013 = 223
31 = 16+8+4+2+1 => 99731 mod 1013 
= (99716 mod 1013) (9978 mod 1013) (9974 mod 1013) (9972 mod 1013) (997 mod 1013)
= ((256) (704) (259)(223)(997)) mod 1013 =  10,377,969,975,296 mod 1013 = 754
10. Characteristic equation(10): Solve the following linear homogenous recurrence using the characteristic equation method
fn = 18fn-1 -77fn-2, f0=0,f1=4

The characteristic Equation is x2 – 18x + 77.

The roots of the characteristic equation are x = 7 and x=11.

So the solution is fn = c17n + c211n
Using our initial conditions f0=0, f1=4 we get

 c170 + c2110 = 0

c171 + c2111 = 4
Or

c1 + c2 = 0

7c1 + 11c2 = 4
Solving for c1, c2 we get c1= -1, c2=1.

So fn= 11n – 7n (Once you’ve obtained this you can also use induction to verify that it is true)
11. Matrix Multiplication(10): The naïve method of multiplying two n X n matrices uses O(n3) single digit multiplications.
In 1969 Volker Strassen invented an algorithm for matrix multiplication whose running time T(n) is governed by the following recurrence:

T(n) = 7 T(n/2) T(1)=1

Solve the recurrence to find a closed form formula for T(n).
For this case we can just plug in values and see if a pattern emerges.

T(1)=1

T(2)=7T(1) = 7

T(4)=7T(2)=72
T(8)=7T(4)=73
T(16)=7T(8)=74
T(32)=7T(16)=75
Clearly T(2k)=7k
Setting n=2k then 7k = (2lg7)k = (2k)lg7 = nlg7
Hence T(n)=nlg 7
This can now be easily proved by Induction.
12. Merge(10): Give a complete analysis of the running time of Merge Sort and prove that it takes O (nlgn) comparisons (you may assume n=2k to simplify the analysis).
Hint: (1) State the appropriate recurrence equation

         (2) Guess the closed form solution

         (3) Prove the closed form solution you guessed in (2) by induction.

The most straightforward approach is to state a recurrence equation and then solve it.

For a list of size n, merge sort will divide the list in two, recursively sort each half and then merge the two lists. For simplicity we will say we can do the merging with n comparisons.

Then the number of comparison for sorting a list of size n can be stated as T(n) = 2T(n/2)+n.

Also to simplify things a bit we will state our base case as T(2)=2 (as opposed to the more natural T(2)=1).

So now we just have to solve the recurrence T(n)=2T(n/2)+n, T(2)=2

We can fairly easily solve this by plugging in values and guessing the pattern.

T(2)=2 = 2*1

T(4)=8 = 4*2

T(8)=24=8*3

T(16)=64 = 16*4

T(32)=160=32*5

It is easy to verify that T(n) = nlg n satisfies this recurrence.

This can be verified by induction. Setting n=2k for simplicity:

Base case: T(2)=2

IH: T(2k) = (2k)*k

TS: T(2k+1)=(2k+1)(k+1)

Taking the left hand side of TS:

T(2k+1) = 2T(2k)+ 2k+1 (plugging into the recurrence)

                   = 2k2k +2k+1 (using the IH)

                    = k*2k+1+ 2k+1
                    = 2k+1 (k+1) QED
13. Karatsuba(10): Give a complete analysis of the running time of Karatsuba’s algorithm and prove that it uses O (nlg3) multiplications of single digits (you may assume n=2k to simplify the analysis).
Hint: (1) State the appropriate recurrence equation

         (2) Guess the closed form solution

         (3) Prove the closed form solution you guessed in (2) by induction.

Karatsuba’s algorithm works by splitting the two numbers to be multiplied into two halves each and then multiplying those halves using 3 multiplications (by reusing one of the multiplications).

Hence stated as a recurrence the number of multiplications T(n) is

T(n) = 3T(n/2), T(1)=1

As usual we can plug in values and guess

T(1)=1

T(2)=3

T(4)=9

T(8)=27

T(16)=81

It is easy to see that the pattern is T(2k)= 3k 

Now 3k = (2lg 3)k=(2k)lg 3
If we set n=2k then we have T(n)= nlg 3
Again we can verify this by induction.

Base case T(1)=1

IH: T(2k) =3k
TS:T(2k+1)= 3k+1
Taking the left hand side of TS:

T(2k+1) = 3(T(2k))  (using the recurrence equation)

                   = 3(3k)  (by the IH)

                   = 3k+1 QED
14.  Assembly Line Scheduling(10)                     






Consider the above diagram as an instance of the Assembly Line scheduling problem with the same interpretation as given in class.

By filling in the table below, determine the minimum amount of time it takes to get through the assembly line.

	j
	1
	2
	3
	4
	5
	6

	f1[j]
	6
	14
	17
	25
	27
	35

	f2[j]
	4
	11
	14
	21
	24
	31


And hence the minimum time to get through the assembly line fOPT = ___________32________________     
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