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ABSTRACT

When a trigram backof languagemodelis createdfrom a large
body of text, trigramsand bigramsthat occur few times in the
training text are often excluded from the model in orderto de-
creaseéhe modelsize. Generally the eliminationof n-gramswith
very low countsis believedto not significantlyaffect modelperfor
mance.This projectinvestigateshe degradationof a trigramback-
off model’s perpleity andword error ratesasbigramandtrigram
cutoffs areincreased.The advantageof reductionin modelsizeis
comparedo theincreasen word errorrateandperpleity scores.

More importantly this projectalsoinvestigateslternatve waysof

excludingbigramsandtrigramsfrom abackof languagenodel,us-
ing criteriaotherthanthe numberof timesann-gramoccursin the
training text. Specifically a differencemethodhas beeninvesti-
gatedwherethe differencein the logs of the original and backed
off trigram andbigram probabilitiesis usedasa basisfor n-gram
exclusionfrom the model. We show thatexcludingtrigramsandbi-

gramsbasedn aweightedversionof this differencemethodresults
in betterperpleity andword errorrateperformancehanexcluding

trigramsandbigramsbasedn countsalone.

1. INTRODUCTION

Currentcollectionsof text for statisticallanguagemodel training
aremakingthe sparserainingdataproblemlessseriousfor certain
domainssuchasARPA’s Wall StreetJournalcorpuswhichis part
of the305million word North AmericanBusinesdNews collection.
Themoretrainingtext thatis usedfor languagenodelcreation the
more unigueword sequencesre encounteredhat mustbe stored
in the model. Thus,astrainingtext sizeincreasedanguagemodel
size necessarilyincreaseswhich canleadto modelsthat are too
unwieldyandmemory-demandintp beof practicaluse.Thisover-

alundanceof training datawill allow us, or more correctlyforce
us, to be selectve in choosingthe training datathat we useto cre-
ate our models. We explore two methodsof training text pruning
thatallow for compactandefficient creationof trigrambackof lan-
guagemodels. The effects of the original amountof training data
onascaled-de/n modelis alsoinvestigated.

2. THE BACKOFF LANGUAGE MODEL

Thebackof languagenodelwasdevelopedby Katz [2] to address
the problemsassociateavith sparserainingdata. Smallcountsre-
sultin unreliableestimatesThebackof modelhandleghistype of
samplingerror by discountingthe probability of low countevents
anddistributing the freedprobability massamongunseerevents.

As the amountof trainingtext usedto createthe backof modelin-

creasesthe numberof uniquetrigramsandbigramsincreasesThe
languagemodel will necessariljtakesup more memoryin order
to storethe additionalinformationfrom the trainingtext. At some
point, the model's memoryrequirementsvill exceedary practical
systemcapacity Thereforewe caneitherlimit theamountof train-
ing datawe useto developthe model,or takefrom alarge amount
of training text that portion which leadsto the mostreliable word
predictions.

3. PRUNING TECHNIQUES

Word sequencethat occurthe fewestnumberof timesin a train-
ing text canleadto unreliablepredictions.This ideahasled to the
popularcutoff methodof trainingtext reduction whereonly infor-
mationaboutthe mostfrequentlyoccurringbigramsandtrigramsis
includedin the languagemodel. This methodwill be exploredin
depthin Section3.1. However, we alsoneedto considerthe word
sequencefor which the modelwould not makea good prediction
if they were eliminatedfrom the model. This ideahasled to the
developmenibf the weighteddifferencemethodof training text re-
duction,whichwill beintroducedn Section3.2.

3.1. TheCutoff Method

The cutoff methodof trainingtext pruningexcludesfrom the lan-
guagemodel thosebigramsand trigramsthat occur infrequently
Themotivationfor this methodlies in theamgumenthatthereis not
muchdifferencebetweena trigram or bigramoccurringoncein a
text of millions of wordsandit notoccuringatall. Justby excluding
thosen-gramswith a countof onefrom a model,a significantsa-
ingsin memorycanbe achieved. In atypicaltrainingtext, roughly
80%of uniquetrigramsequencesccuronly once.Thisideacanbe
extendedfurtherto bigramsandtrigramsthatoccurany numberof
times. We candesignatea trigram cutof anda bigramcutoff, and



all bigramsandtrigramsthatoccurthe samenumberof timesor less
thantheir cutoff areexcludedfrom thebackof languagemodel.

What kind of memorysavings can we expect from excluding bi-
gramsand trigramsin this manner? In Carngyie Mellon Univer-
sity’s Sphinxll speechrecognizereachtrigramtakesup 4 bytesof
memoryandeachbigramtakes8 bytes(becausét containsaback-
off weightanda pointerto the dependentrigrams.) The memory
requiredfor unigramprobabilitiesand constant€anbe considered
a fixed overheadandis not includedin our memorycalculations.
Usinga 58,000word dictionaryand45million wordsof Wall Street
Journaltraining data(1992 — 1994), the memoryrequirementof
modelscreatedwith different cutoffs can be computed. Several
samplemodel sizesare shavn in Table 1, with cutoffs indicated
by (bigram cutof — trigram cutoff). A cutoff of & meansthat n-
gramsoccuringk or fewertimesarediscardedFor thisdata,78.5%
of thetrigramsand61% of the bigramsoccuronly once,sowe see
thatsignificantmemorysavings canbe obtainedby cutting out the
bigramsandtrigramsthatappeaitnfrequently

ModelCutof's  #Bigrams # Trigrams Memory(MB)
(0-0) 4,627,551 16,838,937 104
(0-1) 4,627,551 3,581,187 51
(1-1) 1,787,935 3,581,187 29
(0-10) 4,627,551 367,928 38

(10-10) 347,647 367,928 4

Table 1: Model Cutof's andResultingModel Size

In orderto investigateheeffectsof raisingbigramandtrigramcut-
offs, severalmodelswerecreatedisingthe Carngjie Mellon Statis-
tical LanguageModeling Toolkit [4]. The word error rate (WER)
andperpleity (PP)werecalculatedfor eachmodel. The perple-
ities of the scaleddown modelswere computedusing the official
ARPA 1994LanguageéModel DevelopmentSet,andtheworderror
ratewas computedusing CMU’s SphinxIl systemandthe ARPA
1994Hub 1 AcousticDevelopmentSet(7387words).Severalmod-
elswerecreatedy pruningonly trigrams while othergncorporated
bigramandtrigram pruning.First, the amountof trigramsto bere-
tainedin the modelwasdeterminedandthenthe cutoff wassetto
be the maximumcutoff possibleso thatall trigramswith a count
equalor lessthanthe cutoff plussomenumberwith a countof (cut-
off+1) wereremoved from the model. Thetrigramscut out at level
(cutofi+1) werethe first onesencounteredn an alphabetizedist.
For combinedbigramandtrigram pruning,the numberof bigrams
retainedn themodelwasascloseaspossibleto the numberof tri-
gramsin the model. The bigramandtrigram cutof's werechosen
so that thesedesiredtotals could be met, resultingin bigramand
trigramcutoffs thatwerenot necessarilyhe same.

3.2. TheWeighted Difference Method

If ann-gramis notpresentn themodel themodelusesabackedff
probabilityestimaten placeof theoriginal estimatelf thatbacked
off estimateis very closeto the original estimatethenthereis not
aneedto storetheoriginal estimatein thefirst place. Thisideahas
ledto theweighteddifferencemethodof trainingtext reduction.

Theweighteddifferencefactorof ann-gramis definedto be

w.d. factor =

K x (log(original prob) — log(backedoff prob)) (1)
whereK is the Good-Turing discountech-gramcount. This factor
reflectsour desireto keepann_gramin thelanguagenodel.

The CMU StatisticalLanguageModeling Toolkit wasmodifiedto
createweighteddifferencelanguagemodelsby pruning n-grams
basedntheir weighteddifferencefactor Severalmodelswerecre-
ated.Theresultsareplottedwith the cutof methodresults,andare
shavn in Figuresl - 4. In both casesasthe languagemodelsize
is decreasedhe perpleity risessharply Trigrampruningdoesnot
have mucheffect on WER, but bigramandtrigram pruningcauses
memorysavingsandincreasesn WER to becomesignificant.

As can be seenfrom thesefigures, the modelscreatedwith the
weighteddifferencemethodhave significantlylower perpleity val-

uesthanfor the cutof models,but the perpleity risesin the same
mannerin bothcasesTheword errorratesfor theweighteddiffer-

encemodelsare almostalwayslower thanthat of the cutoff mod-
els, but the significanceof the differenceis questionable We can
saywith confidencehatusingthe weighteddifferencemethodis at
leastasgoodasthe cutoff method,andgenerallyyields improved
perplity andword errorratesover the cutoff method.

Table2 displaysmoreclearlytheresultsdepictedn Figure4 for the
weighteddifferencemethod with therelative increasen WER over
theoriginal (0O—1) modelshown.

#Bigrams #Trigrams Memory(MB) WER (increase)

4,627,551 3,581,187 51 MB (original model)

4,627,551 400,000 39MB 1%relative

4,627,551 70,000 37MB 3%relative
934,351 900,000 11MB 5%relative
416,338 400,000 5MB 9% relative
108,117 100,000 1.3MB 20%relative

Table2: Model ReductiorandResultingWER Increases
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Figure 1: Perpleity vs ScaledLanguageModel Size, Trigram
PruningOnly, 1992- 1994 Data.
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Figure 2: Word Error Ratevs ScaledLanguageModel Size, Tri-
gramPruningOnly, 1992- 1994Data.
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Figure 3: Perpleity vs Scaled_anguageModel Size,Bigramand
TrigramPruning,1992- 1994Data.
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Figure4: WordErrorRatevs Scaled_anguageModel Size ,Bigram
andTrigramPruning,1992- 1994Data.

Is modelsizereductiona feasiblepractice?We seein Table?2 that
significantmemoryreductioncanbe achieved. Certainly for par
ticular applications the increasein WER is worth the savingsin
memory

4. EFFECTSOF DIFFERENT AMOUNTS
OF TRAINING DATA

In orderto verify thatusingmoretraining dataandthenpruningit

down is a betterapproactthanjust startingwith a smallerbody of

training data,threedifferentsizeddatasetswere definedand used
to createmodelsof the samesize. The first dataset consistsof

45.3 million wordsof Wall StreetJournaldata(1992- 1994),the
samedatasetwhoseresultsareshavn above. The seconddataset
is a subsetof the first dataset, consistingof 28.5 million words
of Wall StreetJournaldatafrom 1993- 1994. Thethird setis yet
a smallerset, 6.5 million wordsof 1994 Wall StreetJournaldata.
Severallanguagenodelsof approximatelythe samesizewerecom-
putedwith the threedatasetsusingboth the cutof andweighted
differencemethodspruningasmary bigramsandtrigramsasnec-
essaryin orderto reachthe desiredsize. For the third setof data
(6.5 million words),the largestmemorydatapoint represents: (O-

0) model,whereno pruninghasoccurredat all. For all threesets,
the weighteddifferencemethodgenerallyoutperformedhe cutoff

methodin termsof perpleity andword errorrate.

Figures5 and 6 show the weighteddifferenceresultsfor all three
datasets. It canclearly be seenthatthe 6.5 million word models
performsignificantlyworsethanthemodelsoriginally createdrom

45.3and28.5million words. The differencebetweerthefirst and
secondatasetsis notassignificant,yet thelarger datasetdoesdo
slightly better
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Figure5: Perpleity vs ScaledLanguageModel Sizefor Different
Amountsof TrainingData(WeightedDifferencePruning.)

Thereareseveralfactorsthatneedto be consideredvhenanalyzing
the resultsof Figures5 and 6. First of all, the threedatasetsdo

not comefrom the samedistribution. Thereis a time shift present,
in that the datathat is addedto the 6.5 million wordsto get the
28.5and45.3million wordsis olderdata.lf asignificantchangeof

styleor contenthasoccurredover time for thatsourcethestatistics
of the olderdatamay be lesshelpful in modelingprobabilitiesdue
to bigramandtrigramfrequencieshatdo notaccuratelyreflectthe
currentfrequeng distributions of the languagesource.In fact, we

found a consistentl0% perpleity increasewhenthe 6.5 MW of

1994 datawasreplacedby a comparableamountof 1992 data. In

previouswork ([3]), we founda similar effect onthe OOV rate.
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Figure6: Word Error Ratevs Scaled_anguageModel Sizefor Dif-
ferentAmountsof Training Data(WeightedDifferencePruning.)

Secondthereseemso be a thresholdat aboutthe 1-2 MB model
sizefor whichthe perpl«ities andword errorratesdegradeequally
nomatterhow muchdatawasusednitially. At somepoint,somuch
informationhasbeenprunedfrom themodelthat perhapghe mod-
els corverge to approximatelythe samesetof bigramandtrigram
sequenceswhich arethosethatoccurthe mostfrequently For ex-

ample,92%of thebigramsand87%of thetrigramsarethe samen

thetwo 1.3 MB modelsbasedon 28.5MW and45.3MW. Further
intersectingvith the6.5MW modelyieldsa73%bigramanda59%
trigram overlap. Using approximatelythe samesetof bigramsand
trigramswith approximatelythe samesetof probabilitiesis likely

to leadto similar performance.

5. CONCLUSION

Fromtheresultspresenteih theprevioussectionswe canconclude
that,atleastin this domain:

e Trainingtext pruningcanbe usedto build compactand effi-
cientlanguagenodelsthat requiresignificantlylessmemory
thanlanguagenodelsbuilt from completetrainingtext.

e As modelsize decreaseghe weighteddifferencemethodof
trainingtext pruningresultsin asignificantlysmallerperple-
ity increasehanthe cutoff method.

e As modelsize decreaseghe weighteddifferencemethodof
training text pruning generallyresultsin a slightly smaller
word errorrateincreaséhanthe cutof method.

e Usingmoretrainingdata,up to atleast25- 30 million words
initially, andthenpruningit down is a betterapproachthan
just startingwith a smallamountof training data,aslong as
thetrainingtext doesnot containsignificantstylechangesnd
the pruningis not severe (at least2MB remaining). Beyond
25 million words,theamountof trainingdatadoesnothave a
noticeable=ffect.

Furtheranalysis, detailedresultsandideasfor future investigation
arepresentedh [5].
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