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are used by the speech recognizers aa ghéori distributions of

ABSTRACT clean speech vectors. Mean-imputation based methods [2,3] find
Two types of algorithms are introduced that recover missinglAP estimates of corrupted frequency bands, utilizing the statis-
time-frequency regions of log-spectral representations of speeties of clean speech. Marginalization-based methods [2,3], on the
These compensation algorithms modify the incoming featuigher hand, attempt to ignore the contribution of noise-corrupted
vector without any changes to the speech recognition system,biands completely. Both of these methods are dependent on ana-
contrast to previously-described approaches. The first approdghic statistical characterizations of the effects of the degradation
clusters the log-spectral vectors representing clean speech. Migs-the internal statistical model used by the recognizer to repre-
ing data are recovered by estimating the spectral cluster in esgnt speech.

analysis frame on the basis of the feature values that are presmﬁ9 algorithms presented in this paper attempt to compensate for
%

effects of time-varying and transient noise by modification of
incoming features, rather than by modification of the speech
éognizer to re-estimate or selectively ignore missing log-spec-
| bands. This has the combined advantages of permitting dif-

The second approach uses MAP procedures to estimate the
ues of missing data elements based on their correlation with
features that are present. Greatest recognition accuracy W
obtained using the correlation-based approach, presumatg

because of its ability to exploit he temporal as well as SPeCtiant kinds of recognizers to be used, as well as permitting the

structure of speech. The recognition accuracy provided by th f inf ti l truct that t licitl
algorithms approaches but does not exceed that obtained bnggﬁd?e(ljnb?/rmi Iferé (;Jénrir;(;?e g structures that are not explcitly

ditional marginalization. Nevertheless, it is believed that these _
algorithms provide greater computational efficiency and enable this paper we present a series of methods that perform com-

greater flexibility in recognition system structure. pensation by modifying a frame-based mel-frequency log-spec-
tral representation of the incoming speech signal. In Section 2 we
1. INTRODUCTION describe a series of algorithms which cluster the spectral profiles

of clean speech and then attempt to estimate the cluster to which

] N each frame of incoming noise-corrupted speech belongs, based
Automatic speech recognition systems perform poorly when thg, jsiands of reliability in the representation. In Section 3 we
speech to be recognized is corrupted by naisg. [1]), espe-  describe a set of simpler algorithms which estimate missing
cially when the recognition system itself has been trained Q@gions on the log-spectral representation based on observed
clean speech. Several methods have been proposed in the litgiR5ri covariances of features in the representation across fre-

ture to reduce the damaging effects of noise on the performarigancy and time. In Section 4 we present our major results and

of recognition systems(g.[1,4]) However, almost all of them gpservations, and we conclude the paper in Section 5 with a
make the assumption that the noise that is corrupting the speeghies of suggestions of future work.

in stationary. This is not necessarily a realistic expectation.

In addition, at any given instant of time, the signal energy in dif- 2. CLUSTER-BASED INFERENCE

ferent frequency bands of a speech signal is different, so the
dglg\;lrse _ofdc_fcr)rrupttlc_)n, as hmfeasured bg/ thde _Is_lr?nalj[t;)-nmse r? this section we discuss algorithms which cluster the log-spec-
( ), IS différent In each irequency ?n : us € COMmupteh| vectors of clean speech into a codebook using conventional
speech signal exhibits local regions (or “islands”) in the time-fr =\l methods. To compensate noisy speech, the algorithm
guency plane, of relatively high SNR, as well as other islan% : !

ith low SNR. Most standard methods of noi v tempts to identify the cluster to which each log-spectral vector
with fow - Most standard methods of noise compensation ?noise-corrupted speech belongs. The covariance and mean of
not take explicit advantage of this fact.

the vectors belonging to that cluster are then used to obtain MAP
An alternative approach would be to make explicit use of thestimates of the corrupted portion of the vector, conditioned on
regions of high SNR in the corrupted speech to compensate fbe uncorrupted portions.

the islands of low SNR. The most comprehensive work using thﬁ1

approach has been reported by researchers at the University, g frame-based log-spectral representation of noise-degraded
. . i h be thought of t -lik tati
Sheffield €.g.[2]) and has also been described in [3]. Speech can be thought of as a spectrogram-like representation

which some regions more corrupted than the others. In this work
An important disadvantage of the methods described in [2,3] ige characterize the less noise-corrupted regions of the represen-
that they depend on the statistical representations of speech tadipn as “present” and the more corrupted regions as either



“dropped” or “missing”. The fraction of elements of thetions. We refer to this procedure iaterpolation across the time
sequence of log-spectral vectors that are missing is inverselyis This procedure has the advantage that an estimate for the
related to the SNR. The goal of this work to reconstruct the misslements of a vector is possible even when entire log-spectral
ing regions of the featural display from the information that isectors are damaged.

present, using whatever information is available. Recognition accuracy can be further improved by iterating the

For our cluster-based schemes,dh@iori information about the process of estimating missing and/or damaged data via interpola-
speech signal is obtained by grouping all the log-spectral vectdign. Specifically, the interpolation along the time axis, cluster
from an uncorrupted training database into a number of clustédentification, and MAP estimation of missing elements is
and finding the various statistical relations between the vectaepeated twice. Since there are no more missing elements during
belonging to each cluster. Clustering is accomplished using cahe second pass (because all elements that were originally
ventional EM, assuming that vectors in each of the clusters dedbelled are now missing), damaged components of the vector
distributed according to a Gaussian distribution. The statisticate estimated by simply averaging the corresponding frequency
properties of each of the clusters are the mean, the covarianoemponents of the vectors immediately preceding and following
and the prior probability of the cluster. the vector in question. Further iterations are possible as well.

In the following subsections we describe several methods ¥

finding the cluster membership of “damaged” feature vector §‘;gg — Marginalization /
with partially missing data. iy - —  Frequency Interpolation X

o . - 80 ... Time Interpolation s
2.1. Cluster Identification Based on S 60 = = - lterated Time Interpolation "/
Marginalization 3 40 -7

w20

We used marginalization methods to identify the cluster that § ¢ . '
most likely in the statistical sense to have generated the unci® 0.0 0.2 0.4 0.6 0.8 1.0

rupted features of a damaged vector, while ignoring the contrib.. Fraction Dropped
tion of the missing components. This method closely resembl¢ \ g
the marginalization procedure described by the Sheffield grot &
in [2], except that our work modifies only the incoming dats S 60[ Sl

stream, without modifying the statistical representation of speec 3 , | =~ Known Cluster ldentity h
. .. < 40 =—— lterated Time Interpolation
in a recognition system. 3 - Time nterpolation

a 201 - ——  Frequency Interpolation

Cluster identification based on marginalization becomes increa
ingly erroneous as the degree of damage increases (as meast—
by the fraction of the components of the vector that are missin 0.0 0.2 0.4 0.6 0.8 1.0
because the number of elements that are available to estimate ... Fraction Dropped

cluster identity diminishes. In the extreme case where an emiﬁ‘?gure 1. Dependence of mean squared error in cluster identifi-

vector is damaged, there is no way of guessing its cluster identgytion (upper panel) and recognition accuracy (lower panel) as a
at all. In such cases we arbitrarily select for the totally-corruptefdnction of drop rate.

frames the estimated cluster for the closest vector that is not fully
damaged. 2.4, Experimental Results

2.2. Interpolation along the Frequency Axis We evaluated the methods described above and others using the
. . . .. DARPA Resource Management (RM1) database. The log-spec-
We can generally avoid the problem of having to ignore MISSINg, representation was developed from the outputs of twenty

elements in a vector entirely by finding the closest undamaggfl, ,yarq mel-scaled filters. Clusters and their statistics were

elements on either side of missing elements in a vector and €8%tained from the log-spectral representations of the training set

mating the misging elements by linear interpo_lation between t%‘? utterances. For purposes of evaluation we randomly dropped
undamaged neighbors that surrouqd them. Sln_ce our ve_ctors Ements of the log-spectral vectors of the test set, leaving
Iolg-sptehctr?l vectors, we refer to this procedurénterpolation untouched the remaining elements. The fraction of elements
along the frequency axis dropped is referred to as the “drop rate”. In all experiments the
In practice we find that obtaining preliminary estimates for misgocations of dropped elements were known to the system.

!ng elements by inter.p.olating along thg frequency axis does ngf,o upper panel of Figure 1 shows the mean-square difference
Increase th? probability of in _dett_erm_mmg the correct _C|USt_ SE) between the correct cluster location and the estimated

|de_nt|ty._A_s in the case of margl_nallzatlon-based C!USteT IOI(.am'f'luster location according to the various methods described. We

catl_on, It s n_ot possible to_ estimate the cluste_r identity if _th te that the use of frequency interpolation does not decrease the
entire vector is damaged since there are no neighbors avalil €E much beyond the MSE obtained with marginalization

for interpolation. Interpolating along time does reduce the MSE substantially, and
2.3, Interpolation a|0ng the Time Axis iterated interpolation along time provides the lowest MSE.

In a fashi imilar to f int lati limi t.'I'he lower panel of Figure 1 describes the results of speech rec-
na; afs 1on simi arl 0 rettquc_ency in (terpo a |%n, a p(rje |rg1|n_a[y es I'é nition experiments using the same compensation techniques.
mate 1or missing elements in a vector can bé made by INerpolghs gpyNx-3 speech recognition system was used, with one

ing between the _closest undamag_ed elements_ of the Sa@fussian per state HMMs trained using the 2880 utterances from
frequency from adjacent or nearby time frames, in both direc-

——  Marginalization
1 1




the speaker-independent training set of RM1. The test set cagr v, . In addition, a second vectd, , is formed that consists
sisted of the 1600 RM1 evaluation utterances. Word accuraciefsa” the elements that are present that have a normalized corre-
obtained when no compensation was performed degraded v ¥ . P

) . ation of at least 0.5 with at least one of the elements of the vector
quickly to 0 by the time only 10% of the elements were cor- :
rupted, and are therefore not shown. As can be seen in the lower Ve refer to the elements &f,  as elements that are in the
panel of Figure 1, recognition accuracy obtained with clustetneighborhood” of a given missing element.
based inference follows the patterns of MSE describe above. . ) . )
Specifically, frequency interpolation provides only slight!N€ value ofX, is now obtained as an MAP estimate condi-
improvement beyond direct marginalization. Interpolation acrosgned on the vectoN, , as follows:
time provides substantially greater accuracy, and iterated tempo-
ral interpolation provides the best accuracy of all. One possible
reason for the limited success of frequency interpolation is that
this interpolation does not add much new information that is not . ) ) o
already represented by the shapes of the spectral clusters. Temygeere X is the estimate fof, M, is the mean of the distribu-

Xi = M, +R, ,C\

X, NN, n

Ny 1)

ral mter_polatlon, on t_he other_ hand, ex_plons temporal continuity X,, R, isthe covariance of, ard, a6, is
constraints, adding information that is complementary to the ' '
spectral clusters. the autocovariance matrix of the elements in the vextor

The upper dotted curve describes the recognition accuragy principle, all the elements in the neighborhood of the vector
obtained when the correct cluster identity is used by the syst@fBing considered could be used in the estimation. However, we
for recognition; this curve represents the theoretical upper limghserved in practice that the use of just the ten to twelve most

of accuracy to be expected from cluster-based inference. CoRighly correlated elements was sufficient to obtain best accuracy.
parison of this curve with the results of iterated temporal interpo-

lation indicates that substantially better recognition accurac s 8or
could be obtained at the highest drop rates if we were able § P
improve the mechanism for identifying the cluster membershi 3 607 RN
of the damaged vectors. g o Marginalization (Sheffield) RN N
. . . o —— Correlation-Based Inference R\
The fact that interpolation along time as a preliminary step t2 20t T Mean Imputation (Sheffield) N
cluster identification results in an improvement in recognitior§ — — lterated Time Interpolation \
accuracy leads us to believe that temporal correlations betwe . L . — !
vectors are a feature that can be exploited for reconstructingt ~ 0-0 0.2 0.4 0.6 038 1.0
damaged portions of the vector. This possibility is explored by Fraction Dropped
the algorithm defined in the next section. Figure 2. Comparison of recognition accuracy using correla-
tion-based inference with our best cluster-based inference algo-
3. CORRELATION-BASED rithm, along with two algorithms from the University of

Sheffield [2]. (See text.)

INFERENCE 3.2. Experimental Results

The algorithms presented in this section differ from thos¢pe recognition accuracy obtained using correlation-based infer-
described in Section 2 in that we form inferences on the basis {.q is plotted in Figure 2 as a function of drop rate, using the
a priori statistical correlations of the elements of the log-spectral ;o experimental setup as was described in Secti,on 24 For
vectors, without regard to spectral clusters or other structurghmparison we also include in Figure 2 corresponding results for
attributes. In these algorithms we assume that the sequence,gf pest cluster-based compensation scheme, iterated interpola-
feature vectors are samples of a stationary Gaussian random Rfgs ajong the time axis, as well as results obtained using local
cess, characterized by their means and covariances. These stal{Siementations of two of the best methods described by the
tics can be used in conjunction with the elements that are preseffield groupmean imputationandmarginalization As noted

in the sequence of log-spectral vectors to estimate the missifgyve the two Sheffield algorithms modify the speech recog-
elements in the sequence. We refer to this meth@stasation p;er in addition to the incoming feature vector, while out algo-
based on temporal correlationsince the method explicitly yithms modify the incoming features only. Specifically, mean

makes use of temporal correlations of the elements in the vecif, tation uses the state distributions of the HMMs to recon-
sequence, along with spectral correlations. struct missing elements, while marginalization simply ignores

3.1. Estimation based on Temporal the contributions of missing regions to the recognition process.

Correlation We note that our best cluster-based method, iterated interpolation

along the time axis, provides recognition accuracy that is compa-
In this method we estimate a particular data element on the basible to Sheffield’s mean-imputation method. While estimation
of a priori correlations between it and the most highly correlatedased on temporal covariance works considerably better than
elements that remain present in a damaged speech vedterated interpolation along the time axis, it does not quite
sequence. Tha priori mean and the covariances from which theachieve the recognition accuracy obtained using Sheffield’s mar-
correlations are derived from an uncorrupted training databasggnalization algorithm.

To compensate corrupted speech, a vextor is formed that con-
sists of all the elements that are missing in any log-spectral vec-



cause the corresponding differenced cepstral coefficient to be

1001 considered missing. As a result, the fraction of differenced log
§ goF ———— . cepstral elements that are missing can, in the worst case, be twice
3 | RN as high as the fraction of elements in the log spectra. By exten-
S 6or . Known Cluster Identity \ sion, the fraction of missing elements for double differenced log
.:f 401 ——  Correlation-Based Inference \ spectra can be four times as high as that for log spectra. These
S oo T T [teratedTime Interpolation \ problems are not encountered using the methods described in this
= . . . L\ , paper, since the log-spectral sequence is reconstructed prior to
%_0 0.2 0.4 0.6 0.8 1.¢ using it for differencing purposes.

Fraction Dropped

. iy _ 4. SUMMARY AND CONCLUSIONS
Figure 3. Recognition accuracy vs. drop rate for various com-

pensation schemes using a combination of cepstra, delta cep- . . . .
stra, and double delta cepstra as the feature. In this paper we describe a series of new ways to recover missing

feature information from log-spectral representations of speech.
3.3. Feature Selection and Computation These compensation algorithms modify the incoming feature

vector without any changes to the speech recognition system, in
While the data shown in Figure 2 show that traditional marginagontrast to previously-described approaches based on missing-
ization produces the greatest recognition accuracy, the methdégture reconstructiore(g.[2, 3]) or multi-channel recognition
introduced in Sections 2 and 3 can provide significant computée.g. [4, 5]). We describe two types of algorithms. The first
tional advantages. Most speech recognition systems use cepgroach, cluster-based inference, clusters the log-spectral vec-
rather than log-spectral features. For example, Figure 3 descritieks representing clean speech, and recovers missing data by esti-
the recognition accuracy obtained using a feature set consistii@ting the spectral cluster in each analysis frame on the basis of
of traditional cepstra, delta cepstra and double delta cepstfae features that are present. The second approach, correlation-
Compensation was performed in the log-spectral domain, wittased inference, uses MAP procedures to estimate the values of
our most successful cluster-based and correlation-based alg@issing data elements based on their correlation with the features
rithms, iterated temporal interpolation and temporal correlatiothat are present. Greatest recognition accuracy was obtained
We note that absolute recognition accuracy is substantially betteing the correlation-based inference approach, because, we
than was obtained using log-spectral features, and that the cdwglieve, of its ability to exploit the temporal as well as spectral
pensation algorithms provide improvements in accuracy that astfucture of speech. The recognition accuracy provided by our

comparable to the results described in Sections 2 and 3. algorithms approaches but does not exceed that obtained by tra-
ditional mean imputation. Nevertheless, we believe that our algo-

_Nevertheless, compensation for missing features _is accomplisi}ﬁ ms provide greater computational efficiency and enable
in the log-spectral rather than the cepstral domain. If a recog Feater flexibility in recognition architecture

tion system uses a statistical representation of cepstral feature,
the parameters of the state distributions for the speech recogni-

tion system must be transformed back to the log-spectral domain ACKNOWLEDGMENTS
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Another advantage of the procedures described in this paper lies
in the actual estimation of the difference parameters. Differenfe
cepstra are a linearly transformed version of differenced log
spectra. Hence, the loss of either of the two log-spectral vectors
that underlie a particular differenced log spectral frame would
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