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ABSTRACT though the estimates are obtained from adaptation data, they may
not accurately describe the statistics of the test data, resulting in
We present and describe two new speaker adaptation methodgw recognition accuracy. The goal of this work is to obtain more
which .apply principfil component analysis to maximum likeli- rajigble estimates ofi,, by estimatiy aid  both by basing
hood linear regression (MLLR). If we apply MLLR after frans- {he estimations on a smaller number of carefully-chosen feature
forming the baseline mean vectors by their eigenvectors, the,arameters, and by weighting the contributions of the parameters

contributions of these eigenvalues to the variance of the estimate§0 place greater emphasis on those that are likely to be more reli-
for the MLLR matrix are inversely proportional to their corre-

sponding eigenvalues. In the first new technique, called Principal

Component MLLR (PC-MLLR), we reduce estimator variance (at Let's consider an arbitraryth componefif,,  of a new mean
the expense of increased bias) by eliminating the contributions of A . T .
principal components corresponding to smaller eigenvalues. TheV€Ctor iy and the corresponding row veceyr  of the maix
second technique, called Weighted Principal Component MLLR We can see that eagly,, ~ depends on all the components of the
(WPC-MLLR) makes use of the contributions of all principal corresponding base mean veqgipy ~ when s a full matrix,
components, but weights them according to the inverse of their

putative variance. In experiments using sentences from Spokes 0 Hm1
and 3 from the 1994 DARPA Wall Street Journal evaluation, the . - T
use of WPC-MLLR provided a relative reduction in word error Hmr = & Myt = [arl a, ... arD} M2+ b, (2

rates of 15.1% for non-native speakers and 6.0% for native speak-
ers compared to conventional MLLR. Hmb
1. INTRODUCTION It is interesting to note that while we typically assume that each
component of a mean vector is independent in a speech recogni-
It is well known that any mismatch between training data and testtion system, we normally obtain better speech recognition accu-
data results in a degradation in recognition accuracy in an auto-racy whenA is full (compared to when it is diagonal) [5].
matic speech recognition system. In this study we seek to reducg Eq. (2) some components of a baseline mean vagior  may be

this mismatch by developing modified statistical models of vocal . h hers | S It . |
productions that better match the characteristics of new speakers'°'¢ Important than others in estimatifg,, . If we ignore less

. . . . important terms in the estimation, we can reduce the number of
The new procedures described in this paper are extensions of thg,» neters to be estimated, and obtain more reliable estimates
widely-used adaptation procedure maximum likelihood linear \, hon we have a small amouht of available adaptation data.
regression (MLLR) €.g.[6]). In MLLR, the mean of the observed . i :
feature vector for a given new speaker (or environmental condi- Galeset al. [1] constrained the transformation matrix to a block
tion) is assumed to be related to the mean of the unadapted basélidgonal structure for this purpose, with feature components
line vector by an unknown linear transformation. In our work we 2sSumed to have correlation only within a block. Galeal. used
assume that the individual components of the feature vectors carihree blocks consisting of the static, delta, and delta-delta feature

be modeled by Gaussian mixture probability density functions. COmpPonents. However, the block diagonal matrices did not pro-
vide better recognition accuracy than the full matrix in their test.

o a th . .
For example, considgl,, , the mean of the mixture density This is because they may have enough adaptation data to estimate
for one of the cepstral features from a given new speaker (or envi-the full matrix, or because blocks may not be optimal.

ronme_ntal conqltlon)um is assumed to bg related to the COITe-\ve can use principal component analysis (PCA) [3] to reduce the
sponding baseline mean vecigy, by the linear transformation. gimensionality of the data. The original data which consisted of

iy = A, +b (1) interrelated variables are transformed into a new set of uncorre-
. . . lated variables by the eigenvectors of the covariance matrix of the
In the equr?mon abovq_;m, Wy . afchreD x 1 vectors_ andh is a original data set. Nouza [8] used PCA for feature selection in a
D x D matrix, whereD is the number of components in the feature speech recognition system. Kufet al. [4] introduced “eigen-
vector (39 in our case). voices” to represent the prior knowledge of speaker variation. Hu
In MLLR we estimate the matriA and the vectbr from adap- [2] applied PCA to describe the correlation between phoneme
tation data, and then update the mean vectors using Eqg. (1). If theclasses for speaker normalization. While the general motivation
amount of adaptation data is small then the estimate’ of band for these approaches was similar to the approach described in this
may not be reliable (or have large variances). In this case, everpaper, none of them are directly related to MLLR.



In this paper we apply PCA to the MLLR framework to reduce small. If smaller eigenvalues have relatively large values then
the variance of the estimates of matx . We will first review Mmust be larger.
classical PCA and its application to MLLR. We will then describe After we estimatey using Egs. (4) and (5) we can obtain  for the
a refinement to the method which we refer to as weighted princi- original linear regression by letting
pal component MLLR. Finally we compare speaker adaptation e=V, 0
performance obtained using the methods described. (p) ~(p)

The subscriptif) denotes that only the principal components cor-

2. PRINCIPAL COMPONENT responding to the largest eigenvalues were used. The resulting
will have smaller variance than that contained using conventional

REGRESSION linear regression [7].
Principal component regression was developed in classical linear
regression theorye(g.[3, 7]). For example, considar pairs of 3. PRINCIPAL COMPONENT MLLR

samples(x;, ;) , where; is@-dimensional row vectory; and

€; are scalarsg; is assumed to have a Gaussian distribution with! he formulation for Principal Component MLLR (PC-MLLR) is

5 very similar to the discussion of principal components above,
zero mean and variancg . We assurie  gnd  are related by a ¢ that | dE(m i th babilit of i
linear regression. except that we also considé(m i) , the probability of ihe

. . th , .
17 T observationo, being then”  Gaussian, as well as the baseline

Y1 X11 X12 .- X1p| |G| |81 . )
varlanceofn and the shift vector
Y2 X21 X2 -+ Xop| [C2|  |E2
B N N e To estimate the™ row vectora;r of the matrid and ther™ ele-
mentb, of the vectob in conventional MLLR, we solve the fol-
. . . . th .
Vil X1 Xn2 - Xnp|[Co| | lowing equations withu,, representing tiva baseline mean

y = X[t+e vector, 0, representing the”  element of tHE observation,

_ N 2
Letting Vy be the orthonormal matrix whose columns are the andWiy, = P(M ) o, [5]:

eigenvectors of the correlation matri’ X ,ang  be the diago- z ZWimrumpLar + Z ZWimrpmbr = Z ZWierir“m (6)
nal matrix consisting of the corresponding eigenval?u)es , rm rm rm

-
(XTX)VX = VyAy XZWimr“mar + Zzwimrbr = Zzwimroir 7
I m I m I m
and defining the new variabled = XV, amnd= V;c » We Eq. (7) can be simplified by defining the variables and
obtain according to the equation
- - T - T
y = Xk+e = XVy[Wyc+e = Zy+¢ (©)] Zzwimroir zzwimr“m ]
The estimate foy is then b, = L  — Ca, =o0,—W, (B, (8)

w; W,
A -1 _ imr imr
V=22 2"y = A2y (4) .Z; Z;
It has been shown that the variance of the individual componentsLet 0 be a column vector consisting of the elemeats  and let

of the estimatey is inversely proportional to the eigenvalues of — . .
& y prop g M be the matrix whose rows are a,ler . Let us also define the

XX [7]

) _ _ _ diagonal matrix W and vector o whose elements are
Therefore, components of  which are associated with small W, = Zwimr ando,, = zWieri respectively, along with a
eigenvalues have large variances. If we ignore those components | |

and choosgp < D principal components we can obtain a substan- trix M with Lo th di T
tial reduction in variance. The resulting equation becomes matrix M with rows equal to the corresponding mean ve¢tpy

Substituting Eq. (8) into Eq. (6), we can rewrite Eq. (6) in matrix

Y1 2y - 2y v €, form:
Yol |z zp | 2 MOV M-M) & = M' OW {0-0)
= (5 Letting M' = M—M ando' = o—0 , we obtain

Yo M OVOM a, = MT W [0 9)
Yn| [%n1 -+ “np) [En) Defining the matrixV,, and diagonal matrik,, to contain the

We now havep parameters to estimate rather tHamparameters. eigenvectors and eigenvaluestT OV OM'
The best value fop will depend on the eigenvalues. If the several
largest eigenvalues are much larger than the otherspfoam be (M'T OV OM)V,, = VyAy (10)



and defining the variable@ = M'V,, ang = VI,lar in a sim-
ilar fashion as in the previous section, we can write Eq. (9) as
_ T
Vg o, = VyQ wo
The estimateéi, will become
- -1 T
a, = A\yQ wo (11)

If we ignore the effect of different probabilitiP(m i)
ance of the components of the estimaie

, the vari-

inversely proportional to the eigenvaluéq,” BET DN OM
As before, we can choose the larggst D

to reduce the variances of the estimates.
It should be remembered that the maWikconsists of the inverse

2

varianceg,,, as well as the probabiliB(m, i)

different for each different " component, so in principle differ-
ent eigenvectors should be used for the different row veetors
matrix A. Because the probabilities will change for different adap-

tation data, we should calculate new eigenvectors for each new

is approximately Vi '

principal components

of

2
AxjYj

2. 2 2,2
AVt 0 Ayt 0c/Yy

Axj

w; = (12)

The value ofmj approaches 1 for Iarggq and approaches 0 for
small )\Xj . This is intuitively appealing because we would want to
apply larger weights to components {a]‘ with smaller variance,
and smaller weights to components with larger variance. In this
method, instead of discarding the less significant components of
we use all components but with weighting. Unfortunately, we
don’t know the correct value of the parametgr . We may use the
estimated valué/j , or the average vaIue?Qf from prior experi-
ments. The formulation for the MLLR case is similar to Eq. (12).
In our experiment we use the Weighij = )\Mj/(}\Mj +k) and
set a proper valulefrom the experiments.

- The variances are The steps for the adaptation can be summarized as follows:

(1) Transform baseline mean vectors by their eigenvectors
using Eq. (10) an® = M'V,,

(2) Estimatet, and the shift vectousing Egs. (8) and (11).
3) Letd‘ri = oojdrj forr,j = 1,2 .., D

speaker. In this paper, however, we use the same eigenvectors for
each different row of matriA and for all speakers, for computa-
tional simplicity. We pre-calculated the eigenvectors using all of
the baseline mean vectors. L&¢  contain aj|,, values for
everym andr in order on its diagonal. Gaussian mixture weights

in the baseline speech recognition system are used instead of
P(m, i). The matrixM' is constructed in a similar fashion. Eigen-
vectors are calculated from these matrices, and the same eigen- 5. TEST RESULTS

vectors are used for our experiments. We evaluated the success of PC-MLLR and WPC-MLLR using
sentences from the DARPA 1994 Wall Street Journal Spoke 3 (s3-
4. WEIGHTED 94) and Spoke 0 (s0-94) evaluations. We selected 200 sentences
for the recognition test from each data set. 10 non-native speakers
PRINCIPAL COMPONENT MLLR read 20 sentences each from the s3-94 database while 20 native
Because we eliminate some of the less important components irspeakers read 10 sentences each from the s0-94 database. We also
PC-MLLR, the estimated becomes biased, which tends to selected 5 adaptation sentences for each speaker which were dif-
reduce recognition accuracy. In this section we introduce a modi-ferent from the test sentences, using the correct transcriptions in
fication referred to as Weighted Principal Component MLLR supervised adaptation fashion. We used one global MLLR class
(WPC-MLLR) in an attempt to ameliorate this problem. WPC- and a small language model weight for the s0-94 data to empha-
MLLR applies weights to the MLLR estimates to reduce their Size the effect of adaptation on the acoustic models. We used
mean square error. SPHINX-III as a baseline speech recognition system, which uses
; continuous HMMs with 6000 senones, a 39-dimensional feature
From Egs. (3) and (4) in Sec. 2, vector consisting of MFCC cepstra, delta cepstra, and delta-delta
cepstra, and a 5,000-word trigram language model. Table 1 sum-

(4) Re-calculate the shift vectby  wil', using Eq. (8).

(5) Transformd', to produce the multiplication matfusing
a, = Vya',-

(6) Adapt the baseline mean vectors by using = Au,+b

§= A2y = ALZN(Zy+e) = y+ALZ e

Weighting the each component §f h;f , we obtain
. $3-94 data s0-94 data
o Y 1T i Adaptation Method (Non-native) (Native)
Vi = wy; = oojyj+ooj)\szj g, j=1,2..D
Baseline (unadapted)| 27.3% 21.9%

In the usual fashion, the mean square errojrjof is

Conventional MLLR | 23.7% (13.1%)| 18.3% (16.4%

N N 2 22 2.1 2
MSEY';) = E(Yj-v;)" = (0;-1)7y] + wjAy;0;

PC-MLLR 20.9% (23.4%)| 18.0% (17.8%

that minimizes it can be obtained by solving

and the value o&)j

0 ~ 2 12
a—ijSE(y]-) = 2(ooj—1)yj +2(A)j)\xjoE

WPC-MLLR

20.1% (26.3%) | 17.2% (21.4%

=0
Table 1. Word error rates for selected data from the 1994
WSJ evaluation after adaptation. (Relative percentage

Hence,w: becomes

j improvement over the baseline is shown in parenthesis).



marizes the word error rates obtained using each adaptatiorignores the effects of differef(m,i). Even though WPC-MLLR
method. WPC-MLLR provides a relative improvement of 15.1% provides less relative improvement for native speakers than it
compared to conventional MLLR for the s3-94 data and a 6.0% does for non-native speakers, it still is consistently better than PC-
improvement for the s0-94 data. WPC-MLLR provides corre- MLLR.

sponding relative improvements of 3.8% and 4.4% compared to

PC-MLLR. 6. SUMMARY
Ba‘se”ne In this paper, we applied principal component analysis to the
36 ---  Regular MLLR MLLR framework for speaker adaptation (PC-MLLR). By elimi-
32: T Weighiod PC MLLR nating highly variable components and choosing gherincipal

components corresponding to the largest eigenvalues we can
reduce the variance of the estimates and improve speech recogni-
tion accuracy. The best value fprdepends on the eigenvalues.
Choosing fewer principal components increases the bias of the
estimates which can reduce recognition accuracy. To compensate
for this problem, we developed Weighted Principal Component
MLLR (WPC-MLLR). We applied weights to the MLLR esti-
mates so that they minimize the mean square error. In our experi-
ments, WPC-MLLR provides relative improvements in
recognition accuracy compared to conventional MLLR of 15.1%
Figure 1. Word error rate for each adaptation method for for non-native speakers (s3-94 data) and 6.0% for native speakers
$3-94 data as a function of the number of principal com- (s0-94 data).

ponents used for PC-MLLR

WER(%)
N
(o]

N
N

20¢

0 10 20 30 40
Number of components used for PC-MLLR

_ _ _ ACKNOWLEGEMENT
Figure 1 depicts the word error rates (WER) for each adaptation
method for s3-94 data, plotted as a function of the number of This research was sponsored by the Space and Naval Warfare Sys-
components used for PC-MLLR. As expected, the WER for PC- tems Center, San Diego, under Grant No. N66001-99-1-8905. The
MLLR decreases and then increases as the number of componengontent of the information in this publication does not necessarily
pincreases. Ip is too small, the estimates become highly biased, reflect the position or the policy of the US Government, and no
producing high WER. As the number of components increases toofficial endorsement should be inferred. Sam-Joo Doh is partially
39 (.e. p » D), the WER obtained with PC-MLLR increases, supported by Korea Telecom Overseas Education Program.
asymptoting to that obtained with conventional MLLR.

Figure 2 plots the ratio of sum of tielargest eigenvalues to the 7. REFERENCES
sum of all 39 eigenvalues. The optimum valugafill depend on 1
the eigenvalues spread. In this experiment, we get the best recog[- ]
nition accuracy for PC-MLLR whemp equals 15, with the ratio
equal to 0.983. The ratio drops rapidly wherecomes smaller

M.J.F. Gales, D. Pye and P. C. Woodland, “Variance Compen-
sation Within the MLLR Framework for Robust Speech Rec-
ognition and Speaker AdaptatiorProc. of ICSLP p.1832-

" 1835, 1996.
than 10, as does recognition accuracy. ) ) o
[2] Z. Hu, Understanding and adapting to speaker variability
1.0 using correlation-based principal analysi$?h.D. Thesis,
0.9 Oregon Graduate Institute of Science and Technology, 1999.
[3] I. T. Jolliffe, Principal Component Analysi$Springer-Verlag,
0.8}
o 1986.
T0.7¢ [4] R. Kuhn et al.,, “Eigenvoices for Speaker AdaptatiorPtoc.
e 06! of ICSLR p.1771-1774, 1998.
[5] C. J. Leggetter,improved Acoustic Modeling for HMMs
0.5¢ Using Linear TrandformationsPh.D. Thesis, Cambridge
0.4 Unversity, 1995.
0 10 20 30 40 . Lo
Number of largest eigenvalues (p) (6] C. J. Leggetter and P. C. Woodland, “Maximum likelihood
) ) _ linear regression for speaker adaptation of continuous density
Figure 2. Ratio of the sum of the largest eigenvalues to hidden Markov models,Computer Speech and Language
the sum of all 39 eigenvalues. vol. 9, p.171-185, 1995.

. , é?] R. H. Myers,Classical And Modern Regression With Applica-
As noted in Sec. 3, we pre-calculated eigenvectors and use th tions PWS-KENT Publishing Company, 1990, Boston.

same eigenvectors for different speakers. In other experiments } ) )
using different eigenvectors based on the observation probabilityl8] J- Nouza, “Feature Selection Methods for Hidden Markov
P(m,i) we observed similar recognition accuracy. This may be ~ Model-Based Speech RecognitioRfoc. of the 13th Interna-
because the adaptation data are insufficient to estimate proper tonal Conf. on Pattern Recognitipiol.2, p.186-190, 1996.
eigenvectors or because the variancéiof  is only approximately

inversely proportional to their corresponding eigenvalues, and



	WEIGHTED PRINCIPAL COMPONENT MLLR
	FOR SPEAKER ADAPTATION
	Sam-Joo Doh and Richard M. Stern
	Department of Electrical and Computer Engineering and School of Computer Science
	Carnegie Mellon University
	5000 Forbes Ave., Pittsburgh, PA 15213, USA
	{sjdoh, rms}@cs.cmu.edu


	ABSTRACT
	1. INTRODUCTION
	(1)
	(2)

	2. PRINCIPAL COMPONENT REGRESSION
	(3)
	(4)
	(5)

	3. PRINCIPAL COMPONENT MLLR
	(6)
	(7)
	(8)
	(9)
	(10)
	(11)

	4. WEIGHTED PRINCIPAL COMPONENT MLLR
	(12)

	5. TEST RESULTS
	Table 1. Word error rates for selected data from the 1994 WSJ evaluation after adaptation. (Relat...

	6. SUMMARY

	ACKNOWLEGEMENT
	7. REFERENCES
	[1] M.J.F. Gales, D. Pye and P. C. Woodland, “Variance Compensation Within the MLLR Framework for...
	[2] Z. Hu, Understanding and adapting to speaker variability using correlation-based principal an...
	[3] I. T. Jolliffe, Principal Component Analysis, Springer-Verlag, 1986.
	[4] R. Kuhn et al., “Eigenvoices for Speaker Adaptation,” Proc. of ICSLP, p.1771-1774, 1998.
	[5] C. J. Leggetter, Improved Acoustic Modeling for HMMs Using Linear Trandformations, Ph.D. Thes...
	[6] C. J. Leggetter and P. C. Woodland, “Maximum likelihood linear regression for speaker adaptat...
	[7] R. H. Myers, Classical And Modern Regression With Applications, PWS-KENT Publishing Company, ...
	[8] J. Nouza, “Feature Selection Methods for Hidden Markov Model-Based Speech Recognition,” Proc....



