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ABSTRACT
It is well known that binaural processing is very useful for sep-
arating incoming sound sources as well as for improving the in-
telligibility of speech in reverberant environments. This paper de-
scribes and compares a number of ways in which the classic model
of interaural cross-correlation proposed by Jeffress, quantified by
Colburn, and further elaborated by Blauert, Lindemann, and oth-
ers, can be applied to improving the accuracy of automatic speech
recognition systems operating in cluttered, noisy, and reverberant
environments. Typical implementations begin with an abstraction
of cross-correlation of the incoming signals after nonlinear monau-
ral bandpass processing, but there are many alternative implemen-
tation choices that can be considered. These implementations dif-
fer in the ways in which an enhanced version of the desired signal
is developed using binaural principles, in the extent to which spe-
cific processing mechanisms are used to impose suppression moti-
vated by the precedence effect, and in the precise mechanism used
to extract interaural time differences.
Index Terms – binaural hearing, robust speech recognition, rever-
beration, auditory models

1. INTRODUCTION

We listen to speech (as well as to other sounds) with two ears,
and it is quite remarkable how well we can separate and selec-
tively attend to individual sound sources in a cluttered acoustical
environment. In fact, the familiar term “cocktail party processing”
was coined in an early study of how the binaural system enables
us to selectively attend to individual conversations when many are
present, as in, of course, a cocktail party. This phenomenon il-
lustrates the important contribution that binaural hearing makes to
auditory scene analysis, by enabling us to localize and separate
sound sources. In addition, the binaural system plays a major role
in improving speech intelligibility in noisy and reverberant envi-
ronments.

In this paper we discuss some of the ways in which the known
characteristics of binaural processing have been exploited in recent
years to separate and enhance speech signals, and to improve auto-
matic speech recognition accuracy in difficult acoustical environ-
ments. Like so many aspects of sensory processing, the binaural
system offers an existence proof of the possibility of extraordi-
nary performance in sound localization and signal separation, but
it does not yet provide a very complete picture of how this level of
performance can be achieved with the tools available in contem-
porary signal processing.
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2. ASPECTS OF BINAURAL PERCEPTION

2.1. Physical cues

A number of factors affect the spatial aspects of how a sound is
perceived. As Rayleigh noted [1], two physical cues dominate the
perceived location of an incoming sound source. An interaural
time difference (ITD) is produced because it takes longer for the
sound to arrive at the ear that is farther from the source. The sig-
nal to the ear closer to the source is also more intense because of
the “shadowing” effect of the head, producing an interaural in-
tensity difference (IID). IIDs are most pronounced at frequencies
above approximately 1.5 kHz because it is only at these frequen-
cies that the head is large enough to reflect the incoming sound
wave. ITDs exist at all frequencies, but periodic sounds can be
decoded unambiguously only for frequencies for which the max-
imum physically-possible ITD is less than half the period of the
waveform at that frequency, or at frequencies below 1.5 kHz for
typically-sized human heads.

2.2. Physiological estimation of ITD and IID

Binaural interaction, of course, takes place after peripheral pro-
cessing that includes the frequency selectivity of the cochlea and
the transduction of mechanical motion in the cochlea to electri-
cal impulses that are transmitted along the fibers of the auditory
nerve. Many computational models have been developed to de-
scribe these phenomena (e.g. [2, 3, 4]), typically incorporating
bandpass filtering (with the frequency of best response in each
channel referred to as the characteristic frequency or CF), non-
linear rectification, and other phenomena such as saturation and
lateral suppression. The neural response to frequency components
up to about 1.5 kHz are synchronized to the cycle-by-cycle timing
information of the incoming signals, which enables the estimation
of ITDs.

A number of cells in the brainstem are likely to be useful in
extracting the ITDs and IIDs used in auditory spatial perception,
as reviewed by [5, 6], among others. One of the most significant
physiological findings has been the observation of cells that appear
to detect specific ITDs, independent of frequency, first reported by
Rose et al. [7] in the the brainstem. This delay is referred to as a
characteristic delay (CD). The results of must studies suggest that
ITD-sensitive cells tend to exhibit CDs that lie in a broad range
of ITDs, with the density of CDs decreasing as the absolute value
of the ITD increases. In a recent series of studies McAlpine and
his collaborators have argued that most ITD-sensitive units exhibit
characteristic delays that occur in a narrow range that is close to
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Fig. 1. Schematic representation of the Jeffress-Colburn model.
Boxes containing crosses are correlators (multipliers) that record
coincidences of neural activity from the two ears after the internal
delays (∆T ). This structure is the basis for the models proposed
by many others.

approximately one-eighth of the period of a cell’s characteristic
frequency (e.g.) [8]), at least for some animals.

2.3. Some binaural phenomena

The human binaural system is remarkable in its ability to localize
single and multiple sound sources, to separate and segregate sig-
nals coming from multiple directions, and to understand speech in
noisy and reverberant environments. There have been many stud-
ies of binaural perceptual phenomena, and useful comprehensive
reviews may be found in [9] and [10], among other sources, and
some results relevant to robust speech recognition are reviewed
more recently in [11].

While the scope of this paper does not permit a comprehensive
review of binaural phenomena, a small number of major results
that are especially relevant to this discussion include: (1) the per-
ceived laterality of sound sources depends on both the ITD and IID
at the two ears, although the relative salience of these cues depends
on frequency. (2) The auditory system is exquisitely sensitive to
small changes and sound, and can discriminate ITDs on the order
of 10 µs and IIDs on the order of 1 dB. Sensitivity to small differ-
ences in interaural correlation of broad-band noise sources is also
quite acute, as a decrease in interaural correlation from 1.00 to 0.96
is readily discernible. (3) The vertical position of sounds, as well
as front-to-back differentiation in location, is affected by changes
in the frequency response of sounds that are imparted by the outer
ear, and reinforced by head-motion cues. (4) The intelligibility of
speech in noise is greater if the interaural differences of the target
are different from those of the masker. Some of this improvement
can be attributed to the simple fact that one of the ears has a greater
effective SNR than the average, but binaural interaction also plays
a significant role (e.g. [12, 13]).

It has long been noted that in a reverberant environment the
auditory localization mechanisms pay greater attention to the first
component that arrives (which presumably comes directly from
the sound source) at the expense of the latter-arriving components
(which presumably are reflected off the room and/or objects in it.
This phenomenon is referred to as the precedence effect or the law
of the first wavefront. Blauert and others have noted that the prece-
dence effect is likely to play an important role in increasing speech
intelligibility in reverberant environments (e.g. [14]).
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Fig. 2. Representation of bandpass noise by the Jeffress-Colburn
model. The upper panel of the figure shows the rate of response
of individual Jeffress-Colburn coincidence detectors to bandpass
noise presented with an ITD of −0.5 ms. The relative rate of co-
incidences of each fiber pair are depicted as a joint function of CF
and internal delay.

2.4. Models of binaural interaction

Most modern computational models of binaural perception are based
on Jeffress’s description of a neural “place” mechanism that would
enable the extraction of interaural timing information [15]. Jef-
fress postulated a mechanism that consisted of a number of central
neural units that recorded coincidences in neural firings from two
peripheral auditory-nerve fibers, one from each ear, with the same
CF. He further postulated that the neural signal coming from one of
the two fibers is delayed by a small amount that is fixed for a given
fiber pair, as in the block diagram of Fig. 1. Because of the syn-
chrony in the response of low-frequency fibers to low-frequency
stimuli, a given binaural coincidence-counting unit at a particular
frequency will produce maximal output when the external stimu-
lus ITD at that frequency is exactly compensated for by the internal
delay of the fiber pair. Hence, the external ITD of a simple stimu-
lus could be inferred by determining the internal delay that has the
greatest response over a range of frequencies.

Colburn [16] reformulated Jeffress’s hypothesis quantitatively
using a relatively simple model of the auditory-nerve response to
sound, and a “binaural displayer” consisting of a matrix of coincidence-
counting units of the type postulated by Jeffress. These units are
specified by the CF of the auditory-nerve fibers that they receive
input from as well as their intrinsic internal delay. If the duration of
the coincidence window is sufficiently brief, it can be shown that
at each CF the pattern of activity developed by these coincidence-
counting units is approximately the cross-correlation function of
the neural response to the signals to the ears at that frequency (af-
ter the peripheral auditory processing).

There have been a number of subsequent enhancements pro-
posed for the basic Jeffress-Colburn model. For example, Stern
and Colburn describe a mechanism that predicts subjective lateral
position based on ITD and IID [17]. Lindemann [18], extending
earlier work of Blauert [19], added a mechanism that inhibits out-
puts of the coincidence counters when there is activity produced by
coincidence counters at adjacent internal delays, and introduced a
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Fig. 3. Schematic diagram of zero-crossing-based amplitude esti-
mation (ZCAE) processing. See text for details.
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Fig. 4. Speech recognition accuracy using the ZCAE algorithm
in the presence of an interfering speech source as a function of
SNR in the absence of reverberation. Percentage WER is depicted
for a single microphone (diamonds), ZCAE using binary decision-
making (triangles), and ZCAE using continuous estimate of target
probability. See text for details about the input.

monaural-processing mechanisms at the “edges” of the display of
coincidence-counter outputs that become active when the intensity
of the signal to one of the two ears is extremely small. The con-
tralateral inhibition mechanism enables the Lindemann model to
describe several interesting phenomena related to the precedence
effect [20]. Gaik [21] extended the Lindemann mechanism fur-
ther by adding a second weighting to the coincidence-counter out-
puts that reinforces naturally-occurring combinations of ITD and
IID. Stern and Trahiotis [22] proposed a secondary network that
recorded coincidences across frequency at each ITD, which rein-
forces components of the representation that are consistent across
frequency.

Figure 2 depicts the relative number of coincidences of the
original Jeffress-Colburn model that are developed in response to
a bandpass-noise signal presented with an ITD of−0.5 ms, plotted
as a joint function of CF and internal delay. It can be seen that the
true delay of the signal is indicated by a vertical ridge in the plot
at the internal delay of −0.5 ms. We also note that the ridges are
somewhat broad along the internal-delay axis. A natural sharpen-
ing of these ridges occurs when either the contralateral inhibition
proposed by Lindemann [18] or the second-level of coincidences
over frequency proposed by Stern and Trahiotis [22] is added to
the basic Jeffress-Colburn model. Several computational models
accomplish this task by first estimating the putative ITD and sub-
sequently developing a “skeletonized” cross-correlation function
in which the peaks of the original model are replaced by relatively
narrow Gaussian-shaped ridges (e.g. [23, 24]).

3. APPLICATION TO ROBUST SPEECH RECOGNITION

There has been a great deal of interest over the past two decades in
the application of knowledge of binaural processing to improve-
ments in the performance of automatic speech recognition sys-
tems. In this section we describe a small sample of such systems,
with regrets that limitations of space preclude a more comprehen-
sive listing of technologies and results. A more comprehensive
summary of many of these techniques may be found in [25].

3.1. Early approaches

The first application of binaural modeling to automatic speech
recognition was by Lyon [26], who combined an auditory model
with a computational model of binaural processing based on the
Jeffress model, segregating the desired signal according to ITD.
The model was evaluated only subjectively; it was reported to
show improvement in “dry” environments, and less improvement
in the presence of reverberation.

Several systems based on various implementations of the sys-
tems developed by Blauert, Lindemmann and Gaik were devel-
oped in the 1990s including the “cocktail-party processor” de-
scribed by Bodden [27] which includes the computational model
of Lindemann with contralateral inhibition and the enhancements
by Gaik which weight more heavily signal components with plau-
sible combinations of ITD and IID. Bodden and Anderson [28]
later described an effective improvement of 20 dB in SNR through
the use of the Bodden processor and other enhancements for simu-
lated speech arriving on axis in the presence of noise at a 30-degree
angle. The stimuli in these experiments were generated digitally
with no attempt to incorporate a model of reverberation.

3.2. Selective reconstruction based on binaural analysis

In the past decade a large number of systems have been developed
and evaluated that use principles of computational auditory scene
analysis (CASA) and missing-feature reconstruction. These sys-
tems typically analyze incoming speech signals from cluttered and
potentially reverberant acoustical environments to identify those
components of the input which are dominated by the target signal.
A “mask” is developed that separates the desired input components
from those that are believed to be dominated by noise, distortion,
or interfering sources. The systems then “selectively reconstruct”
the desired speech waveform based only on these “good” compo-
nents from the input or they develop features to represent it based
on the same subset of the input. Controlled evaluation of these sys-
tems in conditions that approximate reverberant environments has
been greatly facilitated by the development and widespread avail-
ability of room impulse response simulations based on the image
method [29] such as RIR [30] and ROOMSIM [31].

Many interesting systems were developed through a long se-
ries of collaborations between researchers at Ohio State University
and the University of Sheffield. For example, the system of Roman
et al. [32] localized targets in reverberant environments based on
ITD and then determined which frequency components at that ITD
are dominated by target components based on empirical observa-
tions of the ITD and IID. Palomäki et al. [24] elaborated on that ap-
proach by adding a mechanism proposed by Martin [33] to model
the precedence effect before binaural processing. Martin’s prece-
dence mechanism emphasizes the transient segments of incoming
signals, which are more likely to be in the direct field. The sys-
tem also incorporated the “skeletonized” abstraction of the cross-
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Fig. 5. Similar to the previous figure, except that WER is measured
in simulated reverberant environments at an SNR of 10 dB with the
source and array separated by 2 m. See text for details.

correlation function as described above and a much more sophis-
ticated mask-estimation procedure that considered IID, temporal
modulation, and energy in determining which components in the
representation are likely to be dominated by the target. Roman et
al. [34] obtained still better performance with a 2-microphone sys-
tem that used adaptive filtering to cancel the target signal as part of
the mask-estimation processing. Srinivasan et al. [35] developed
several types of ratio masks (representing the relative dominance
of the target as a continuous rather than a binary function) using a
time-varying Wiener filter based on empirically-observed combi-
nations of ITD and IID developed by natural stimuli.

Park developed a different implementation of selective recon-
struction based on binaural analysis called zero-crossing-based am-
plitude estimation (ZCAE) [36], illustrated in Fig. 3. The ZCAE
algorithm estimates ITD in each frequency band by comparing
zero crossings from the two microphones, which proved to be more
effective than the more common method of estimating ITD from
cross-correlation. A ratio mask that describes the probability that
a given time-frequency segment of a sound is dominated by com-
ponents from the target source is developed using analytical tech-
niques. Figure 4 depicts word error rates (WERs) obtained for
the DARPA Resource Management Corpus using ZCAE process-
ing in connection with the CMU Sphinx-3 system. The environ-
ments used in the present study were digitally simulated using the
RIR package [30] based on the image method, with the micro-
phones placed 4 cm apart one another and 2 m from the speech
sources. The target source was assumed to be arriving from a
location along the perpendicular bisector of the line between the
two microphones, while the masker is 45 degrees to one side. Re-
sults are compared for a single omnidirectional microphone (dia-
monds), the ZCAE algorithm making only a binary mask for each
particular time-frequency segment (triangles), and the full ZCAE
algorithm that implements a continuous estimate of the probability
that the target dominates each segment using ratio masks (squares).
The continuous ZCAE algorithm provides remarkably good per-
formance in the absence of reverberation (Fig. 4), but its perfor-
mance is severely degraded in the presence of reverberation, as
shown in Fig. 5, which depicts performance at 10-dB SNR for
various reverberation times.
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two microphones are depicted, the processing is extensible to an
arbitrary number of microphones.
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Fig. 7. Speech recognition accuracy obtained for polyaural pro-
cessing in the presence of an interfering speech source as a
function of SNR in the absence of reverberation. Percentage
WER is depicted for a single microphone (diamonds), delay-and-
sum beamforming (triangles), and direct correlation processing
(squares). See text for details.

3.3. Correlation-based waveform enhancement

Most of the approaches discussed in the previous section involve
processing from only two microphones. If more input channels are
available, they can be exploited to reinforce the signal components
from the target. The simplest such approach is traditional delay-
and-sum forming (e.g. [37]) in which the inputs are subjected to
digital delays which compensate for the acoustic path length dif-
ferences of the target signal and the resulting phase-aligned target
components are summed together. These approaches are relatively
robust but they do not provide as much gain per input channel as
other methods (e.g. [38]).

In an early study, Sullivan and Stern [39] elaborated on this ap-
proach by adding a correlation stage that crudely mimicked the pe-
ripheral auditory processing and inter-sensor correlation described
in Sec. 2.4. The system provided substantial benefit in pilot exper-
iments with artificially-combined signals but it was far less suc-
cessful in real environments (for reasons we now realize are at
least partially a consequence of the reverberation in those environ-
ments).

A more recent approach, which we refer to as polyaural pro-
cessing elaborates on the approach of Sullivan and Stern modeling
the cross-correlation function in more detail, again extending the



representation to more than two sensors (ears) [40]. Our model of
the auditory periphery includes a bank of bandpass filters followed
by half-wave rectification. Binaural (or polyaural) processing is
modelled as a cross-correlation of the outputs of the filterbanks af-
ter rectification that are matched in terms of their best frequency
of response. We also include an optional second level of cross-
correlation that is performed across frequency, which serves to em-
phasize those components of the binaural response that are consis-
tent over frequency or “straight” [22]. If there are only two sensors
and only the positive portions of the filter outputs are considered,
the processing described thus far is similar to that of the Jeffress-
Colburn model. Waveform reconstruction is possible by adding
a second (non-physiologically-based) half-wave rectifier that pre-
serves only the negative portions of the filter outputs. These are
combined across sensors in a similar fashion as the outputs of
the positive rectifiers. After correlation across sensors (and pos-
sibly frequency) the outputs are normalized by taking the N th

root where N is the product of the number of sensors and fre-
quency channels, passing the result through a bandpass filter sim-
ilar to the initial filter (to remove the sharp “edges” caused by the
halfwave rectification), and summed across frequency, as in Fig.
6. In principle, a signal arriving from the “look” direction in the
absence of interference, reverberation, or noise will emerge from
this processing without distortion, while components from other
directions will be suppressed nonlinearly.

Figure 7 depicts word error rates (WERs) obtained for the
DARPA Resource Management Corpus using polyaural process-
ing in connection with the CMU SPHINX-3 system, using envi-
ronmental conditions that were the same as the WER measure-
ments for using the ZCAE algorithm described in Figs. 4 and 5.
The input device presumed to be an 11-element logarithmic ar-
ray of the type proposed by Flanagan [37] with three bands of
5-element subarrays with elements spaced at multiples of 4 cm.
Results are compared for a single omnidirectional microphone (di-
amonds), a simple Flanagan delay-and-sum array (triangles), and
the polyaural processing without weighting across frequency (squares).
As is well known, array processing provides a dramatic improve-
ment in WER compared to processing with a single microphone,
even in the simple delay-and-sum configuration. The polyaural
processing provides a relative improvement in WER of about 13.8
percent at 10 dB SNR and 27.8 percent at 0 dB compared to delay-
and-sum beamforming. Stated another way, polyaural processing
provides an effective improvement in SNR of roughly 3-5 dB at
SNRs of 0 to 5 dB.

Figure 8 shows similar results in simulated reverberant envi-
ronments with 2 m separating the talkers and the microphone array
at an SNR of 10 dB. We note that delay-and-sum beamforming
provides substantial improvement in these environments (which
was not the case for the ZCAE algorithm), and that polyaural pro-
cessing provides a further decrease in WER, resulting in an effec-
tive decrease in reverberation time of about 50 ms.

4. SUMMARY AND CONCLUSIONS

In this brief review we have described many of the binaural phe-
nomena and models that have become the basis for computational
processing intended to improve automatic speech recognition ac-
curacy in cluttered and reverberant environments. Current speech
processing systems have obtained impressive improvements in recog-
nition accuracy in the absence of significant reverberation. The
attainment of similar improvements in reverberant environments
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Fig. 8. Similar to the previous figure, except that WER is measured
in simulated reverberant environments with the source and array
separated by 2 m. See text for details.

remains a serious challenge, and this is the major focus of current
research efforts.
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