
CHAPTER 5

BINAURAL SOUND LOCALIZATION

5.1 INTRODUCTION

We listen to speech (as well as to other sounds) with two ears,and it is quite remarkable
how well we can separate and selectively attend to individual sound sources in a cluttered
acoustical environment. In fact, the familiar term ‘cocktail party processing’ was coined in
an early study of how the binaural system enables us to selectively attend to individual con-
versations when many are present, as in, of course, a cocktail party [23]. This phenomenon
illustrates the important contribution that binaural hearing makes to auditory scene analysis,
by enabling us to localize and separate sound sources. In addition, the binaural system plays
a major role in improving speech intelligibility in noisy and reverberant environments.

The primary goal of this chapter is to provide an understanding of the basic mechanisms
underlying binaural localization of sound, along with an appreciation of how binaural pro-
cessing by the auditory system enhances the intelligibility of speech in noisy acoustical
environments, and in the presence of competing talkers. Like so many aspects of sensory
processing, the binaural system offers an existence proof of the possibility of extraordinary
performance in sound localization, and signal separation,but it does not yet provide a very
complete picture of how this level of performance can be achieved with the contemporary
tools of computational auditory scene analysis (CASA).

We first summarize in Sec. 5.2 the major physical factors thatunderly binaural percep-
tion, and we briefly summarize some of the classical physiological findings that describe
mechanisms that could support some aspects of binaural processing. In Sec. 5.3 we briefly
review some of the basic psychoacoustical results which have motivated the development

Computational Auditory Scene Analysis. By DeLiang Wang and Guy J. Brown (eds.)
ISBN 0-471-45435-4 c©2005 John Wiley & Sons, Inc.

1



2 BINAURAL SOUND LOCALIZATION

θ

a

a sin θ

Figure 5.1 Interaural differences of time and intensity impinging on an ideal spherical head from
a distant source. An interaural time delay (ITD) is producedbecause it takes longer for the signal
to reach the more distant ear. An interaural intensity difference (IID) is produced because the head
blocks some of the energy that would have reached the far ear,especially at higher frequencies.

of most of the popular models of binaural interaction. Thesestudies have typically utilized
very simple signals such as pure tones or broadband noise, rather than more interesting
and ecologically relevant signals such as speech or music. We extend this discussion to
results involving the spatial perception of multiple soundsources in Sec. 5.4. In Sec. 5.5
we introduce and discuss two of the most popular types of models of binaural interaction,
cross-correlation based models and the equalization-cancellation (EC) model. Section 5.6
then discusses how the cross-correlation model may be utilized within a CASA system, by
providing a means for localizing multiple (and possibly moving) sound sources. Binaural
processing is a key component of practical auditory scene analysis, and aspects of binaural
processing will be discussed in greater detail later in thisvolume in Chapters 6 and 7.

5.2 PHYSICAL CUES AND PHYSIOLOGICAL MECHANISMS UNDERLYING
AUDITORY LOCALIZATION

5.2.1 Physical cues

A number of factors affect the spatial aspects of how a sound is perceived. Lord Rayleigh’s
‘duplex theory’ [86] was the first comprehensive analysis ofthe physics of binaural percep-
tion, and his theory remains basically valid to this day, with some extensions. As Rayleigh
noted, two physical cues dominate the perceived location ofan incoming sound source, as
illustrated in Fig. 5.1. Unless a sound source is located directly in front of or behind the
head, sound arrives slightly earlier in time at the ear that is physically closer to the source,
and with somewhat greater intensity. Thisinteraural time difference (ITD) is produced
because it takes longer for the sound to arrive at the ear thatis farther from the source.
Theinteraural intensity difference (IID) is produced because the ‘shadowing’ effect of the
head prevents some of the incoming sound energy from reaching the ear that is turned
away from the direction of the source. The ITD and IID cues operate in complementary
ranges of frequencies at least for simple sources in a free field (such as a location outdoors
or in an anechoic chamber). Specifically, IIDs are most pronounced at frequencies above
approximately 1.5 kHz because it is at those frequencies that the head is large compared
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to the wavelength of the incoming sound, producing substantial reflection (rather than total
diffraction) of the incoming sound wave. Interaural timingcues, on the other hand, exist
at all frequencies, but for periodic sounds they can be decoded unambiguously only for
frequencies for which the maximum physically-possible ITDis less than half the period of
the waveform at that frequency. Since the maximum possible ITD is about 660µs for a
human head of typical size, ITDs are generally useful only for stimulus components below
about 1.5 kHz. Note that for pure tones, the terminteraural phase delay (IPD) is often
used, since the ITD corresponds to a phase difference.

If the head had a completely spherical and uniform surface, as in Fig. 5.1, the ITD
produced by a sound source that arrives from an azimuth ofθ radians can be approximately
described (e.g., [64, 65, 106]) using diffraction theory bythe equation

τ = (a/c)2 sin θ (5.1a)

for frequencies below approximately 500 Hz, and by the equation

τ = (a/c)(θ + sin θ) (5.1b)

for frequencies above approximately 2 kHz. In the equationsabove,a represents the radius
of the head (approximately 87.5 mm) andc represents the speed of sound.

The actual values of IIDs are not as well predicted by wave diffraction theory, but they
can be measured using probe microphones in the ear and other techniques. They have been
found empirically to depend on the angle of arrival of the sound source, frequency, and
distance from the sound sources (at least when the source is extremely close to the ear).
IIDs produced by distant sound sources can become as large as25 dB in magnitude at high
frequencies, and the IID can become greater still when a sound source is very close to one
of the two ears.

The fissures of the outer ears (orpinnae) impose further spectral coloration on the signals
that arrive at the eardrums. This information is especiallyuseful in a number of aspects
of the localization of natural sounds occurring in a free field, including localization in the
vertical plane, and the resolution of front-back ambiguities in sound sources. Although
measurement of and speculation about the spectral coloration imposed by the pinnae have
taken place for decades (e.g., [2, 51, 65, 81, 102, 105]), the‘modern era’ of activity in this
area began with the systematic and carefully controlled measurements of Wightman and
Kistler and others (e.g., [82, 124, 125, 126]), who combinedcareful instrumentation with
comprehensive psychoacoustical testing. Following procedures developed by Mehrgardt
and Mellert [81] and others,Wightman and Kistler and othersused probe microphones in the
ear to measure and describe the transfer function from soundsource to eardrum in anechoic
environments. This transfer function is commonly referredto as thehead-related transfer
function (HRTF), and its time-domain analog is thehead-related impulse response (HRIR).
Among other attributes, measured HRTFs show systematic variations of frequency response
above 4 kHz as a function of azimuth and elevation. There are also substantial differences in
frequency response from subject to subject. HRTF measurements and their inverse Fourier
transforms have been the key component in a number of laboratory and commercial systems
that attempt to stimulate natural three-dimensional acoustical environments using signals
presented through headphones (e.g., [7, 43]).

As Wightman and Kistler note [126], the ITD as measured at theeardrum for broadband
stimuli is approximately constant over frequency and it depends on azimuth and elevation
in approximately the same way from subject to subject. Nevertheless, a number of different
azimuths and elevations will produce the same ITD, so the ITDdoes not unambiguously
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signal source position. IIDs measured at the eardrum exhibit much more subject-to-subject
variability, and for a given subject the IID is a much more complicated function of frequency,
even for a given source position. Wightman and Kistler suggest that because of this, IID
information in individual frequency bands is likely to be more useful than overall IID.

5.2.2 Physiological estimation of ITD and IID

There have been a number of physiological studies that have described cells that are likely
to be useful in extracting the basic cues used in auditory spatial perception, as have been
described in a number of comprehensive reviews (e.g., [27, 29, 87, 66, 128]). Any con-
sideration of neurophysiological mechanisms that potentially mediate binaural processing
must begin with a brief discussion of the effects of processing of sound by the auditory
periphery. As was first demonstrated by von Békésy [122] and by many others since, the
mechanical action of the cochlea produces a frequency-to-place transformation. Each of
the tens of thousands of fibers of the auditory nerve for each ear responds to mechanical
stimulation along only a small region of the cochlea, so the neural response of each fiber
is highly frequency specific, and stimulus frequency to which each fiber is most sensitive
is referred to as thecharacteristic frequency (CF) for that fiber. This frequency-specific
‘tonotopic’ representation of sound in each channel of parallel processing is preserved at
virtually all levels of auditory processing. In addition, the response of a fiber with a low
CF is ‘synchronized’ to the detailed time structure of a low-frequency sound, in that neural
spikes are far more likely to occur during the negative portion of the pressure waveform
than during the positive portion.

The auditory-nerve response to an incoming sound is frequently modeled by a bank
of linear bandpass filters (that represent the frequency selectivity of cochlear processing),
followed by a series of nonlinear operations at the outputs of each filter that include half-
wave rectification, nonlinear compression and saturation,and ‘lateral’ suppression of the
outputs of adjacent frequency channels (that represent thesubsequent transduction to a
neural response). A number of computational models incorporating varying degrees of
physiological detail or abstraction have been developed that describe these processes (e.g.,
[75, 80, 89, 133]; see also Sec. 1.3.2). One reason for the multiplicity of models is that it
is presently unclear which aspects of nonlinear auditory processing are the most crucial for
the development of improved features for robust automatic speech recognition, or for the
separation of simultaneously-presented signals for CASA.Any physiological mechanism
that extracts the ITD or IID of a sound (as well as any other type of information about it)
must operate on the ensemble of narrowband signals that emerge from the parallel channels
of the auditory processing mechanism, rather than on the original sounds that are presented
to the ear.

The estimation of ITD is probably the most critical aspect ofbinaural processing. As
will be discussed below in Sec. 5.5.2, many models of binaural processing are based on the
cross-correlation of the signals to the two ears after processing by the auditory periphery,
or based on other functions that are closely related to cross-correlation. The physiological
plausibility of this type of model is supported by the existence of cells first reported by Rose
et al. [95] in the inferior colliculus in the brainstem. Such cellsappear to be maximally
sensitive to signals presented with a specific ITD, independent of frequency. This delay
is referred to as acharacteristic delay (CD). Cells exhibiting similar response have been
reported by many others in other parts of the brainstem, including the medial superior olive
and the dorsal nucleus of the lateral lemniscus.
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Several series of measurements have been performed that characterize the distribution
of the CDs of ITD-sensitive cells in the inferior colliculus(e.g., [129, 66]), and the medial
geniculate body (e.g., [109]). The results of most of these studies indicate that ITD-sensitive
cells tend to exhibit CDs that lie in a broad range of ITDs,with the density of CDs decreasing
as the absolute value of the ITD increases. While most of the CDs appear to occur within
the maximum ITD that is physically possible for a point source in a free field for a partic-
ular animal at a given frequency, there is also a substantialnumber of ITD-sensitive cells
with CDs that fall outside this ‘physically-plausible’ range. In a recent series of studies,
McAlpine and his collaborators have argued that most ITD-sensitive units exhibit charac-
teristic delays that occur in a narrow range that is close to approximately one-eighth of the
period of a cell’s characteristic frequency (e.g., [78]), at least for some animals.

The anatomical origin of the characteristic delays has beenthe source of some specula-
tion. While many physiologists believe that the delays are of neural origin, caused either
by slowed conduction delays or by synaptic delays (e.g., [22, 132]), other researchers (e.g.,
[101, 104]) have suggested that the characteristic delays could also be obtained if higher
processing centers compare timing information derived from auditory-nerve fibers with
different CFs. In general, the predictions of binaural models are unaffected by whether the
internal delays are assumed to be caused by neural or mechanical phenomena.

A number of researchers have also reported cells that appearto respond to IIDs at several
levels of the brainstem (e.g., [11, 19]). Since the rate of neural response to a sound increases
with increasing intensity (at least over a limited range of intensities), IIDs could be detected
by a unit which has an excitatory input from one ear and an inhibitory input from the other.

5.3 SPATIAL PERCEPTION OF SINGLE SOURCES

5.3.1 Sensitivity to differences in interaural time and intensity

Humans are remarkably sensitive to small differences in interaural time and intensity. For
low-frequency pure tones, for example, thejust-noticeable difference (JND) for ITDs is on
the order of 10µs, and the correspondingJND for IIDs is on the order of 1 dB (e.g., [34, 53]).
The JND for ITD depends on the ITD, IID, and frequency with which a signal is presented.
The binaural system is completely insensitive to ITD for narrowband stimuli above about
1.5 kHz, although it does respond to low-frequency envelopes of high-frequency stimuli,
as will be noted below. JNDs for IID are a small number of decibels over a broad range of
frequencies. Sensitivity to small differences in interaural correlation of broad-band noise
sources is also quite acute, as a decrease in interaural correlation from 1 to 0.96 is readily
discernable (e.g., [40, 45, 90]).

5.3.2 Lateralization of single sources

Until fairly recently, most studies of binaural hearing have involved the presentation of
single sources through headphones, such as clicks (e.g., [32, 49]), bandpass noise (e.g.,
[120]), pure tones (e.g., [34, 96, 130]), and amplitude-modulated tones (e.g., [3, 52]). Such
experiments measure thelateralization of the source (i.e., its apparent lateral position within
the head) and are therefore distinct fromlocalization experiments (in which the task is to
judge the apparent direction and distance of the source outside the head).

Unsurprisingly, the perceived lateral positionofa narrowband binaural signal is a periodic
(but not sinusoidal) function of the ITD with a period equal to the reciprocal of the center
frequency. It was found that the perceived lateralization of a narrowband signal such as
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a pure tone was affected by its ITD only at frequencies below approximately 1.5 kHz,
consistent with the comments on the utility of temporal cuesat higher frequencies stated
above. Nevertheless, the perceived laterality of broader-band signals, such as amplitude-
modulated tones and bandpass-filtered clicks, can be affected by the ITD with which they
are presented, even if all components are above 1.5 kHz, provided that the stimuli produce
low-frequency envelopes (e.g., [4, 5, 52, 79]).

IIDs, in contrast, generally affect the lateral position ofbinaural signals of all frequen-
cies. Under normal circumstances the perceived lateralityof stimuli presented through
headphones is a monotonic function of IID, although the exact form of the function relating
lateral position to IID depends upon the nature of the stimulus including its frequency con-
tent, as well as the ITD with which the signal is presented. Under normal circumstances,
IIDs of magnitude greater than approximately 20 dB are perceived close to one side of the
head, although discrimination of small changes in IID basedon lateral position cues can be
made at IIDs of these and larger magnitudes (e.g., [34, 53]).

Many studies have been concerned with the ways in which information related to the
ITD and IID of simple and complex sources interact with each other. If a binaural signal is
presented with an ITD of less than approximately 200µs and an IID of 5 dB in magnitude,
its perceived lateral position can approximately be described by a linear combination of
the two cues. Under such conditions, the relative salience of ITD and IID was frequently
characterized by the time-intensity trading ratio, which can range from approximately 20 to
200µs/dB, depending on the type of stimulus, its loudness, the magnitude of the ITDs and
IIDs presented, and other factors (cf. [39]). While it had been suggested by Jeffress [59] and
others that this time-intensity conversion might be a consequence of the observed decrease
in physiological latency in response to signals of greater intensity, lateralization studies
involving ITDs and IIDs of greater magnitude (e.g., [34, 96]) indicate that response latency
alone cannot account for the form of the data. Most contemporary models of binaural
interaction (e.g., [8, 70, 110]) assume a more central form of time-intensity interaction.

5.3.3 Localization of single sources

As noted above, Wightman and Kistler developed a systematicand practical methodology
for measuring the HRTFs that describe the transformation ofsounds in the free field to
the ears. They used the measured HRTFs both to analyze the physical attributes of the
sound pressure impinging on the eardrums, and to synthesize‘virtual stimuli’ that could be
used to present through headphones a simulation of a particular free-field stimulus that was
reasonably accurate (at least for the listener used to develop the HRTFs) [124, 125, 126].
These procedures have been adopted by many other researchers.

Wightman and Kistler and others have noted that listeners are able to describe the azimuth
and elevation of free-field stimuli consistently and accurately. Localization judgments ob-
tained using ‘virtual’ headphone simulations of the free-field stimuli are generally consistent
with the corresponding judgments for the actual free-field signals, although the effect of
elevation change is less pronounced and a greater number of front-to-back confusions in
location is observed [125]. On the basis of various manipulations of the virtual stimuli, they
also conclude that under normal circumstances the localization of free-field stimuli is domi-
nated by ITD information, especially at the lower frequencies, that ITD information must be
consistent over frequency for it to play a role in sound localization, and that IID information
appears to play a role in diminishing the ambiguities that give rise to front-back confusions
of position [126]. While the interaural cues for lateralization are relatively robust across
subjects, fewer front-to-back and other confusions are experienced in the localization of
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Figure 5.2 Head related impulse responses (HRIRs) (top row) and the corresponding head-related
transfer functions (HRTFs) (bottom row) recorded at the left and right ears of a KEMAR manikin, in
response to a source placed at an azimuth of 40◦ to the right of the head with 0◦ elevation. Note that
the stimulus is more intense in the right ear, and arrives first in the right ear before reaching the left
ear. Plotted from data recorded by Gardner and Martin [47].

simulated free-field stimuli if the HRTFs used for the virtual sound synthesis are based on
a subject’s own pinnae [123, 84]. Useful physical measurements of ITD, IID, and other
stimulus attributes can also be obtained using an anatomically realistic manikin such as the
popular Knowles Electronics Manikin for Acoustic Research(KEMAR) [18]. Examples
of HRTFs (and the corresponding HRIRs) recorded from a KEMARmanikin are shown in
Fig. 5.2. Experimental measurements indicate that localization judgements are more ac-
curate when the virtual source is spatialized using HRTFs obtained by direct measurement
in human ears, rather than from an artificial head such as the KEMAR. However, there is
a strong learning effect, in which listeners adapt to unfamiliar HRTFs over the course of
several experimental sessions [83].

5.3.4 The precedence effect

A further complication associated with judging the location of a sound source in a natural
acoustic environment, such as an enclosed room, is that sound is reflected from various
surfaces before reaching the ears of the listener. However,despite the fact that reflections
arise from many directions, listeners are able to determinethe location of the direct sound
quite accurately. Apparently, directional cues that are due to the direct sound (the ‘first
wave front’) are given a higher perceptual weighting than those due to reflected sound. The
termprecedence effect is used to describe this phenomenon (see [72] for a review). Further
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discussion of the precedence effect can be found in Chapter 7, which deals with the effect
of reverberation on human and machine hearing.

5.4 SPATIAL PERCEPTION OF MULTIPLE SOURCES

5.4.1 Localization of multiple sources

Human listeners can localize a single sound source rather accurately. One accuracy measure
for azimuth localization is the minimum audible angle (MAA), which refers to the smallest
detectable change in angular position. For sinusoidal signals presented on the horizontal
plane, spatial resolution is highest for sounds coming fromthe median plane (directly in
front of the listener) with about 1◦ MAA, and it deteriorates markedly when stimuli are
moved to the side – e.g., the MAA is about 7◦ for sounds originating at 75◦ to the side
[8, 85]. In terms of making an absolute judgment of the spatial location of a sound, the
average error is about 5◦ for broadbandstimuli presented on the median plane, and increases
up to 20◦ for sounds from the side [56, 67].

In the context of this book, a very relevant issue is the ability of human listeners to
localize a sound in multisource scenarios. An early study was conducted by Jacobsen
[58] who observed that, for pure tones presented with a white-noise masker, the MAA is
comparable to that when no masker is presented so long as the signal-to-noise ratio (SNR)
is relatively high (10 to 20 dB). In a comprehensive investigation, Good and Gilkey [48]
examined the accuracy of localization judgments by systematically varying SNR levels and
sound azimuths. In their study, the signal is a broadband click train that may originate from
any of a large number of spatial locations, and a broadband masker is always located on the
median plane. As expected, the accuracy of localization decreases almost monotonically
when the SNR is lowered. However, Good and Gilkey found that azimuth localization
judgments are not strongly influenced by the interference and remain accurate even at low
SNRs. This holds until the SNR is in the negative range, near the detection threshold for
the target, beyond which the target will be inaudible due to masking by the interference.
The same study also reported that the effect of the masker on localization accuracy is a little
stronger for judgments of elevation, and is strongest in thefront-back dimension. Using
multisource presentation of spoken words, letters and digits, Yostet al. [131] found that
utterances that can correctly be identified tend to be correctly localized.

Similar conclusions have been drawn in a number of subsequent studies. For example,
Lorenzi et al. [74] observed that localization accuracy is unaffected by the presence of
a white-noise masker until the SNR is reduced to the 0-6 dB range. They also reported
that the effect of noise is stronger when it is presented at the side than from the median
plane. Hawleyet al. [50] studied the localization of speech utterances in multisource
configurations. Their results show that localization performance is very good even when
three competing sentences, each at the same level as the target sentence, are presented at
various azimuths. Moreover, the presence of the interfering utterances has little adverse
impact on target localization accuracy so long as the targetis clearly audible, consistent with
the earlier observation by Yostet al. [131]. On the other hand, Drullman and Bronkhorst
[35] reported rather poor performance in speech localization in the presence of one to
four competing talkers, which may have been caused by the complexity of the task that
required the subjects to first detect the target talker and then determine the talker location.
They further observed that localization accuracy decreases when the number of interfering
talkers increases from 2 to 4.
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Langendijket al. [67] studied listeners’ performance in localizing a train of noise bursts
presented together with one or two complex tones. Their findings confirm that for positive
SNR levels, azimuth localization performance is not much affected by the interference.
In addition, they found that the impact of maskers on target localization is greater when
azimuth separation between multiple sources is reduced. Using noise bursts as stimuli for
both target and masker, Braasch [12] showed that localization performance is enhanced by
introducing a difference in onset times between the target and the masker when the SNR is
0 dB.

In summary, the body of psychoacoustical evidence on sound localization in multisource
situations suggests that localization and identification of a sound source are closely related.
Furthermore, auditory cues that promote auditory scene analysis also appear to enhance
localization performance.

5.4.2 Binaural signal detection

While the role that the binaural system plays in sound localization is well known, binaural
processing also plays a vital role in detecting sounds in complex acoustical environments.
In the following, we review some classical studies on binaural signal detection, and then
discuss the ability of binaural mechanisms to enhance the intelligibility of speech in noise.

Classical binaural detection Most of the classical psychoacoustical studies of bin-
aural detection have been performed with simple stimuli such as pure tones, clicks, or
broadband noise. Generally, it has been found that the use ofbinaural processing signifi-
cantly improves performance for signal detection tasks if the overall ITD, IID, or interaural
correlation changes as a target is added to a masker. For example, if a low-frequency tone
and a broadband masker are presented monaurally, the threshold SNR that is obtained will
generally depend on various stimulus parameters such as thetarget duration and frequency,
and the masker bandwidth. Diotic presentation of the same target and masker (i.e., with
identical signals presented to the two ears) will produce virtually the same detection thresh-
old. On the other hand, if either the target or masker are presented with a nonzero ITD,
IID, or IPD, the target will become much easier to hear. For example, using 500 Hz tones
as targets and broadband maskers, presentation of the stimuli with the masker interaurally
in phase and the target interaurally out of phase (the ‘N0Sπ ’ configuration) produces a
detection threshold that is about 12 to 15 dB lower than the detection threshold observed
when the same target and masker are presented monaurally or diotically (the ‘N0S0’ con-
figuration) [54]. This ‘release’ from masking is referred toas binaural ‘unmasking’ or the
binaural masking level difference (MLD or BMLD).

Detection performance improves for stimuli which produce an MLD because the change
in net ITD or IID that occurs when the target is added to the masker is detectable by
the binaural processing system at lower SNRs than those needed for monaural detection.
The MLD is one of the most robust and extensively studied of all binaural phenomena,
particularly for tonal targets and noise maskers. Durlach and Colburn’s comprehensive
review [39] describes how the MLD depends on stimulus parameters such as SNR, target
frequency and duration, masker frequency and bandwidth, and the ITD, IID, and IPD of the
target masker. These dependencies are for the most part welldescribed by modern theories
of binaural hearing (e.g., [15, 25, 26]).

Binaural detection of speech signals While most of the MLD literature was con-
cerned with the detection of tonal targets in noise maskers,the importance of interaural
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differences for improving speech intelligibility in a noisy environment has been known
since at least the 1950s, when Hirsch, Kock, and Koenig first demonstrated that binaural
processing can improve the intelligibility of speech in a noisy environment [55, 60, 61]. As
reviewed by Zurek [134], subsequent studies (e.g., [20, 21,33, 77]) identified two reasons
why the use of two ears can improve the intelligibility of speech in noise. First, there is
a head-shadow advantage that can be obtained by turning one ear toward the direction of
the target sound, at the same time increasing the likelihoodthat masking sources will be
attenuated by the shadowing effect of the head if they originate from directions that are
away from that ear. The second potential advantage is abinaural-interaction advantage
that results from the fact that the ITDs and IIDs of the targetand masker are different when
the sources originate from different azimuths. Many studies confirm that speech intelligi-
bility improves when the spatial separation of a target speech source and competing maskers
increases, both for reasons of head shadowing and binaural interaction.

Levitt and Rabiner [68] developed a simple model that predicts the binaural-interaction
advantage that will be obtained when speech is presented with an ITD or IPD in the presence
of noise. They predicted speech intelligibility by first considering the ITD or IPD and SNR
of the target and masker at each frequency of the speech sound, and assuming that the
binaural-interaction advantage for each frequency component could be predicted by the
MLD for a pure tone of the same frequency in noise, using the same interaural parameters
for target and masker. The effects of the MLD are then combined across frequency using
standard articulation index theory (e.g., [42, 44, 63]).

Zurek [134] quantified the relative effects of the head-shadow advantage and the bin-
aural advantage for speech in the presence of a single masking source. He predicted the
head-shadow of speech from the SNR at the ‘better’ ear for a particular stimulus configu-
ration, and the binaural-interaction advantage from the MLD expected from the stimulus
components at a particular frequency, again combining thisinformation across frequency
by using articulation index theory. Zurek found the predictions of this model to be generally
consistent with contemporary data that described the average dependence of intelligibility
on source direction and listening mode, although it did not model variations in data from
subject to subject. Hawleyet al. [50] extended Zurek’s approach in a series of experi-
ments that employed multiple streams of competing speech maskers. The predictions of
both models indicate that many phenomena can be accounted for simply by considering
the monaural characteristics of the signals that arrive at the ‘better’ ear, but that processing
based on binaural interaction plays a significant role for certain configurations of targets
and competing maskers.

5.5 MODELS OF BINAURAL PERCEPTION

In this section we review some of the classical and more recent models of binaural interaction
that have been applied to simple and more complex binaural phenomena. We begin with a
discussion of two seminal theories of binaural interaction, thecoincidence-based model of
Jeffress [59] and theequalization-cancellationmodel (EC model) of Durlach [37, 38]. Most
current binaural models trace their lineage to one (and in some cases both) of these theories.
We continue with a discussion of modern realizations of the Jeffress model that typically in-
clude a model for auditory-nerve activity, a mechanism thatextracts a frequency-dependent
measurement of the interaural cross-correlation of the signals, along with some additional
processing to incorporate the effects of IIDs and to developthe perceptual representation
that is needed to perform the particular psychoacoustical task at hand. In addition to this
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Figure 5.3 Schematic representation of the Jeffress place mechanism.Boxes containing crosses
are correlators (multipliers) that record coincidences ofneural activity from the two ears after the
internal delays (∆T ).

discussion, the reader is referred to a number of excellent reviews of models of binaural
interaction that have appeared over the years [13, 27, 28, 29, 115, 116, 119].

5.5.1 Classical models of binaural hearing

The Jeffress hypothesis. Most modern computational models of binaural perception
are based on Jeffress’s description of a neural ‘place’ mechanism that would enable the
extraction of interaural timing information [59]. Jeffress postulated a mechanism that
consisted of a number of central neural units that recorded coincidences in neural firings
from two peripheral auditory-nerve fibers, one from each ear, with the same CF. He further
postulated that the neural signal coming from one of the two fibers is delayed by a small
amount that is fixed for a given fiber pair, as in the block diagram of Fig. 5.3. Because of the
synchrony in the response of low-frequency fibers to low-frequency stimuli,a given binaural
coincidence-counting unit at a particular frequency will produce maximal output when the
external stimulus ITD at that frequency is exactly compensated for by the internal delay of
the fiber pair. Hence, the external ITD of a simple stimulus could be inferred by determining
the internal delay that has the greatest response over a range of frequencies. While the delay
mechanism was conceptualized by Jeffress and others in the form of the ladder-type delay
shown in Fig. 5.3, such a structure is only one of several possible realizations. These
coincidence-counting units can be thought of as mathematical abstractions of the ITD-
sensitive units which were first described by Roseet al. decades later, as discussed in
Sec. 5.2.2 above. The important characteristic-delay parameter of the ITD-sensitive units
is represented by the difference in total delay incurred by the neural signals from the left
and right ears that are input to a particular coincidence-counting unit. This parameter will
be referred to as the net internal delayτ for that particular unit. As will be discussed below,
the short-term average of a set of such coincidence outputs at a particular CF plotted as a
function of their internal delayτ is an approximation to the short-term cross-correlation
functions of the neural signals arriving at the coincidencedetectors. Licklider [69] proposed
that such a mechanism could also be used to achieve an auto-correlation of neural signals
for use in models of pitch perception (see Sec. 2.3.2).
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We note that the interaural coincidence operation cannot byitself account for effects
related to the IID of the stimulus. Jeffress proposed thelatency hypothesis which is based
on the common observation that the neural response to more intense sounds tends to be
initiated more rapidly than the response to less intense sounds. Jeffress postulated that this
effect enabled IIDs to be converted to ITDs at the level of theperipheral auditory response
to a sound. It is now widely believed that the interaction between the effects of IIDs and
ITDs is mediated at a more central level.

The equalization-cancellation model. The equalization-cancellation model (or EC
model) has also been extremely influential for decades, no doubt because of its conceptual
simplicity and because of its ability to describe a number ofinteresting binaural phenomena.
The model was first suggested by Kock [60] and was subsequently developed extensively
by Durlach (e.g., [37, 38]). While the EC model was primarilydeveloped to describe and
predict the binaural masking-level differences describedin Sec. 5.4.2, it has been applied
with some success to other phenomena as well. In the classic application to binaural
detection, the EC model assumes that the auditory system transforms the signals arriving at
the two ears so that the masker components are ‘equalized’, or made equal to one another
to the extent possible. Detection of the target is achieved by ‘cancelling’, or subtracting
the signals to the two ears after the equalization operation. Considering the two classical
binaural signal configurations described in Sec. 5.4.2 for MLD experiments, it is clear that
signals in theN0S0 configuration will not be detectable by binaural processingbecause
if the equalization and cancellation operations are accurate and successful the target will
be cancelled along with the masker. Binaural detection stimuli presented in theN0Sπ

configuration should be easily detected, however, because the target is reinforced as the
masker is cancelled. Quantitative predictions for the EC model are obtained by specifying
limits to the operations used to achieve the cancellation process, as well as sources of
internal noise. The performance and limitations of the EC model are discussed in detail in
the excellent early review of binaural models by Colburn andDurlach [28].

5.5.2 Cross-correlation-based models of binaural interaction

Stimulus-based cross-correlation models. While both Jeffress and Licklider had
introduced the concept of correlation in their models of binaural interaction and processing
of complex signals, the work of Sayers and Cherry (e.g., [24,96, 97, 98, 99]) represented the
first comprehensive attempt to relate the fusion and lateralization of binaural stimuli to their
interaural cross-correlation. Sayers and Cherry considered theshort-time cross-correlation
function (or the ‘running’ cross-correlation function) of the stimuli:

R(t, τ) =

∫ t

−∞

xL(α)xR(α − τ)w(t − α)p(τ)dα (5.2)

wherexL(t) andxR(t) are the signals to the left and right ears. The functionw(t) represents
the temporal weighting of the short-time cross-correlation operation, and is exponential in
form in most of Sayers and Cherry’s calculations. The functionp(τ) is typically a double-
sided decaying exponential that serves to emphasize the contributions of internal delays
τ that were small in magnitude. We refer to this type of emphasis as ‘centrality’. The
reader should note that Sayer’s and Cherry’s function does not take into account any signal
processing by the peripheral auditory system. As is true forall cross-correlation-based
models, an additional mechanism is needed to account for theeffects of IID.
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Sayers and Cherry added a constant proportional to the intensity of the left-ear signal to
values of the internal delayτ that were less than zero and a (generally different) constant
proportional to the intensity of the right-ear signal to values ofτ that were greater than zero.
A judgment mechanism then extracted subjective lateral position using the statistic

P̂ =
IL − IR

IL + IR

(5.3)

whereIL andIR are the integrals of the intensity-weighted short-time cross-correlation
function over negative and positive values ofτ , respectively. Sayers and Cherry considered
the lateral position of a variety of stimuli including speech,pure tones of various frequencies,
and click trains, and found that they were predicted at leastqualitatively by the above
lateralization function or variants of it. Furthermore, their data indicated that the latency
hypothesis could not adequately describe all of the complexities of the dependence of
perceived laterality on the IID of the stimulus.

Models incorporating the auditory-nerve response to the st imuli. While the
models of Sayers and Cherry predicted binaural phenomena from the cross-correlation of
the auditory stimulus itself, more recent theories of binaural interaction have been based on
the interaural correlation of theneural response to the stimulus, rather than to the auditory
stimulus itself. Early physiologically-based models focussed more on the development
of closed-form mathematical analytical functions to describe and predict the data under
consideration. Nevertheless, the trend over the last several decades has been to use compu-
tational models to calculate both the auditory-nerve response to sounds and the subsequent
processing of the signal needed to obtain both the representation of the interaural timing
information that is associated with the signal, as well as subjective variables such as lateral
position that are developed from that representation. The use of computational simulation
(rather than analytical description) has the advantage that models can make use of more
complex and accurate characterization of the auditory-nerve response to the stimuli as well
as the advantage that far more complex stimuli can be considered. On the other hand, the
ever-increasing complexity of the computational models can make it more difficult to un-
derstand exactly which aspect of a model is most important indescribing the data to which
it is applied.

We first consider in some detail the influential quantification of Jeffress’s hypothesis by
Colburn [25, 26]. We then review several extensions to the Jeffress-Colburn model in the
1970s and 1980s by Stern and Trahiotis [110, 111, 113, 114, 115, 117, 118], by Blauert
and his colleagues Lindemann and Gaik [6, 9, 46, 70, 71], and finally by Breebaart and
colleagues [14, 15, 16].

Colburn’s quantification of the Jeffress hypothesis. Colburn’s model of binaural
interaction based on auditory-nerve activity consisted oftwo components: a model of the
auditory-nerve response to sound, and a ‘binaural displayer’ that can be used to compare
the auditory-nerve response to the signals of the two ears. The model of auditory-nerve
activity used in the original Colburn model was simple in form to facilitate the develop-
ment of analytic expressions for the time-varying means andvariances of the neural spikes
produced by the putative auditory-nerve fibers. Based on an earlier formulation of Siebert
[107], Colburn’s peripheral model consisted of a bandpass filter (to depict the frequency
selectivity of individual fibers), an automatic gain control (which limits the average rate of
response to stimuli), a lowpass filter (which serves to limitphase-locking to stimulus fine
structure at higher frequencies), and an exponential rectifier (which roughly characterizes
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peripheral nonlinearities). The result of this series of operations is a functionr(t) that
describes the putative instantaneous rate of firing of the auditory-nerve fiber in question.
The responses themselves were modeled as nonhomogeneous Poisson processes. Similar
functional models have been used by others (e.g., [9, 46, 70,103]). In recent years, models
of the peripheral auditory response to sound have become more computationally oriented
and physiologically accurate (e.g., [80, 133]).

The heart of Colburn’s binaural model [25, 26] is an ensembleof units describing the
interaction of neural activity from the left and right ears generated by auditory-nerve fibers
with the same CF, with input from one side delayed by an amountthat is fixed for each
fiber pair, as in Jeffress’s model depicted in Fig. 5.3. Following Jeffress’s hypothesis, each
coincidence-counting mechanism emits a pulse if it receives two incoming pulses (after
the internal delay) within a sufficiently short time of each other. If the duration of the
coincidence window is sufficiently brief, the Poisson assumption enables us to compute
statistics for the coincidence counts as a function of running time, CF, and internal delay.
For example, it can be shown [25] that the average number of coincidences observed at time
t from all fiber pairs with CFf and internal delayτ , E[L(t, τ, f)], is approximately

E[L(t, τ, f)] =

∫

t

−∞

rL(α)rR(α − τ)wc(t − α)p(τ, f)dα (5.4)

whererL(t) andrR(t) are now the functions that describe the instantaneous ratesof the
Poisson processes that describe the activity of the two auditory-nerve fibers that are the
inputs to the coincidence-counting unit. Here,L(t, τ, f) is a binaural decision variable
andE[·] denotes the expectation. The functionwc(t) represents the temporal weighting
function as before, andp(τ, f) now represents the relative number of fiber pairs with a
particular internal delayτ and CFf . Comparing Eq. 5.4 to Eq. 5.2 it can readily be seen
that the relative number of coincidence counts of the Jeffress-Colburn model, considered
as a function of the internal-delayτ at a particular CFf , is an estimate of the short-time
interaural cross-correlation of theauditory-nerve responses to the stimuli at each CF.

Colburn and Durlach [28] have noted that the cross-correlation mechanism shown in
Fig. 5.3 can also be regarded as a generalization of the EC model of Durlach [37]. As
described above, the EC model yields predictions concerning binaural detection thresholds
by applying a combination of ITD and IID that produces the best equalization of the masker
components of the stimuli presented to each of the two ears. Cancellation of the masker
is then achieved by subtracting one of the resulting signalsfrom the other. Predictions
provided by the EC model are generally dominated by the effects of the ITD-equalization
component rather than the IID-equalization component. Because the interaural delays of the
fiber pairs of the Jeffress-Colburn model perform the same function as the ITD-equalizing
operation of the EC model, most predictions of MLDs for the two models are similar. The
Jeffress-Colburn model can explain most (but not all) binaural detection phenomena by the
decrease in correlation of the stimuli (and the corresponding decrease in response by the
coincidence-counting units) that is observed at the ITD of the masker and the frequency of
the target when the target is added to the masker in a configuration that produces binaural
unmasking.

Figure 5.4 is an example of the representation of simple stimuli by a contemporary
implementation of the Jeffress-Colburn model. Responses are shown to a binaural bandpass
noise with nominal corner frequencies of 100 and 1000 Hz, presented with an ITD such that
the left ear is leading by0.5 ms. The upper panel shows the relative rate of coincidences that
would be produced by the coincidence-counting units as a function of their internal delay
τ and CFf . The calculations in this figure were implemented by passingthe incoming
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Figure 5.4 Representation of bandpass noise by the Jeffress-Colburn model. The upper panel of
the figure shows the rate of response of individual Jeffress-Colburn coincidence detectors to bandpass
noise with nominal corner frequencies of 100 and 1000 Hz, presented with an ITD of−0.5 ms.
Shown are the relative rate of coincidences of a fiber pair, reported as a joint function of CF and
internal delay. The central panel shows the putative distribution of the fiber pairs, again in terms of
CF and internal delay [113]. The lowest panel shows the product of the two functions depicted in the
upper two panels, which represents the total number of coincidence counts recorded in response to
the signal.
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signals through a bank of gammatone filters as realized in Slaney’s auditory toolbox [108],
followed by a simple half-wave square-law rectifier that squares positive input values and
sets negative input values to zero. This model lacks many of the known complexities of
the auditory-nerve response to sound. We note that maximum response is noted at internal
delays equal to−0.5 ms over a broad range of frequencies, and that secondary maxima are
observed at internal delays that are separated by integer multiples of the reciprocal of the
CF for a particular fiber pair. Although these secondary ridges provide some ambiguity, it
is clear that for natural stimuli the ITD can be inferred fromthe location of the ‘straight’
ridge that is consistent over frequency [114, 117]. The central panel of the figure depicts
the functionp(τ), which specifies the distribution of the coincidence counting units as a
function of internal delay and CF. The specific function shown here was developed by Stern
and Shear [113] and postulates a greater number of units withinternal delays that are smaller
in magnitude. The lower panel shows the total response of allthe fiber pairs as a function
of τ andf which reflects both the average response per fiber pair and thedistribution per
fiber pair; it is the product of the functions shown in the upper two panels.

5.5.3 Some extensions to cross-correlation-based binaural models

Extensions by Stern and Trahiotis. Stern and his colleagues (e.g., [110, 111, 114,
113, 117]) extended Colburn’s model to describe the subjective lateral position of simple
stimuli, and evaluated the extent to which the position cue could be used to account for
performance in the largest possible set of psychoacoustical results in subjective lateral-
ization, interaural discrimination, and binaural detection. Stern’s extensions to Colburn’s
coincidence-counting mechanism include explicit assumptions concerning time-intensity
interaction, and a mechanism for extracting subjective lateral position. These extensions of
the Jeffress/Colburn model are referred to as the ‘position-variable model’ by Stern and his
colleagues. In addition a second coincidence-based mechanism was proposed that serves
to emphasize the impact of ITDs that are consistent over a range of frequencies [114].

One aspect of the model that received particular attention was the form of the function
p(τ, f) that specifies the distribution of internal delays at each CF. The distribution function
shown in the central panel of Fig. 5.4was developedbasedoncareful considerationof several
key lateralization and detection results [113]. This function specifies a greater number of
coincidence-counting units with internal interaural delays of smaller magnitude, which
has been confirmed by physiological measurements (e.g., [66]). Nevertheless, a substantial
fraction of the coincidence counters is assumed to have internal delays that are much greater
in magnitude than the largest delays that are physically attainable with free-field stimuli.
The existence of these very long internal delays is in accordwith psychoacoustical as well
as physiological data (see Sec. 5.2.2).

To account for the effects of IID, Stern and Colburn proposedthat the representation of
timing information shown in Fig. 5.4 be multiplied by a pulse-shaped weighting function
with a location along the internal-delay axis that varied according to the IID of the stimulus.
They further proposed that the subjective lateral positionof a simple binaural stimulus could
be predicted by the ‘center of mass’ along the internal-delay axis of the combined function
that reflects both ITD and IID. More recently, Stern and Trahiotis [114] incorporated an
additional modification to the model called ‘straightness weighting’ that is designed to
emphasize the modes of the function that appear at the same internal delay over a range of
CFs. This second-level mechanism which emphasizes ITDs that are consistent over a range
of frequencies has the additional advantage of sharpening the ridges of the cross-correlation
patterns in the Jeffress-Colburn model along the internal-delay axis. It should be noted that
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Figure 5.5 Schematic diagram of Lindemann’s model.∆T denotes a time delay and∆α denotes an
attenuator. Boxes containing crosses are correlators (multipliers). At the two ends of the delay lines,
the shaded boxes indicate correlators that are modified to function as monaural detectors. Adapted
from Fig. 3(a) of [70] with the permission of the publisher.

Stern and his colleagues considered only the lateral position of simple stimuli such as pure
tones, clicks, or broadband noise, and never carefully addressed the problem of the separate
lateralization of individual sources when they are presented simultaneously.

Extensions by Blauert and his colleagues. Blauert and his colleagues have made
important contributions to correlation-based models of binaural hearing over an extended
period of time. Their efforts have been primarily directed toward understanding how the
binaural system processes more complexsounds in real roomsand have tended to be compu-
tationally oriented. This approach is complementary to that of Colburn and his colleagues,
who (at least in the early years) focussed on explaining ‘classical’ psychoacoustical phenom-
ena using stimuli presented through earphones. More recently, Blauert’s group worked to
apply knowledge gleaned from fundamental research in binaural hearing toward the devel-
opment of a ‘cocktail party processor’ which can identify, separate, and enhance individual
sources of sound in the presence of other interfering sounds(e.g., [10]).

In a relatively early study, Blauert and Cobben [9] combinedthe running cross-correlator
of Sayers and Cherry [97] with a model of the auditory periphery suggested by Duifhuis
[36] that was similar to the model proposed by Siebert and adopted by Colburn. They
subsequently developed a series of mechanisms that explicitly introduced the effects of
stimulus IIDs into the modelling process. One of the most interesting and best known
of these mechanisms was proposed by Lindemann [70], which may be regarded as an
extension and elaboration of an earlier hypothesis of Blauert [6]. Lindemann extended the
original Jeffress coincidence-counter model in two ways (see Fig. 5.5). Firstly, he added a
mechanism that inhibits outputs of the coincidence counters when there is activity produced
by coincidence counters at adjacent internal delays. Secondly, he introduced monaural-
processing mechanisms at the ‘edges’ of the display of coincidence-counter outputs that
become active when the intensity of the signal to one of the two ears is extremely small.

One of the properties of the Lindemann model is that the interaction of the inhibition
mechanism and the monaural processing mechanism causes thelocations of peaks of the
coincidence-counter outputs along the internal-delay axis to shift with changes in IID. In
other words, this model produces a time-intensity trading mechanism at the level of the
coincidence-counter outputs. While the net effect of IIDs on the patterns of coincidence-
counter outputs in the Lindemann model is not unlike the effect of the intensity-weighting



18 BINAURAL SOUND LOCALIZATION

Input from
left ear

Input from
right ear

∆T

∆α

∆α

∆T

∆α

EI

∆α

∆α

∆α

EI

∆T

EI

∆α

∆α

∆α

EI

EI

∆α

∆α

∆α

EI

EI

∆α

∆α

∆α

EI

EI

∆α

∆α

∆α

EI

∆T ∆T

∆T ∆T ∆T

Figure 5.6 Schematic diagram of Breebaart’s model.∆T denotes a time delay and∆α denotes an
attenuator. The circles denote excitation-inhibition (EI) elements. Redrawn from Fig. 3 of [14] with
the permission of the publisher.

function in the model of Stern and Colburn [110], the time-intensity interaction of the
Lindemann model arises more naturally from the fundamentalassumptions of the model
rather than as the result of the imposition of an arbitrary weighting function. In addition to
the time-intensity trading properties, Lindemann also demonstrated that the contralateral-
inhibition mechanism could also describe several interesting phenomena related to the
precedence effect [71]. Finally, the inhibitory mechanisms of Lindemann’s model produce
a ‘sharpening’ of the peaks of the coincidence-counteroutputs along the internal-delay axis,
similar to that which is achieved by the second-level coincidence layer of Stern’s model
that was designed to emphasize ITDs that are consistent overfrequency.

Gaik [46] extended the Lindemann mechanism further by adding a second weighting to
the coincidence-counter outputs that reinforces naturally-occurring combinations of ITD
and IID. This has the effect of causing physically-plausible stimuli to produce coincidence
outputs with a single prominent peak that is compact along the internal-delay axis and
that is consistent over frequency. Conversely, very unnatural combinations of ITD and IID
(which tend to give rise to multiple spatial images) produceresponse patterns with more
than one prominent peak along the internal-delay axis. The Blauert-Lindemann-Gaik model
has been used as the basis for several computational models for systems that localize and
separate simultaneously-presented sound sources (e.g., [10]).

Models that incorporate interaural signal cancellation. Although the coincidence-
counting mechanism proposed by Jeffress and quantified by Colburn has dominated models
of binaural interaction, the EC model developed by Durlach has retained its appeal for many
years, and figures strongly in the conceptualization of databy Culling and Summerfield [30]
and others (see Sec. 5.7). As noted above in Sec. 5.5.2, the Jeffress-Colburn model is loosely
based on neural cells that are excited by inputs from both ears (called EE cells). Breebaart
has recently proposed an elaboration of the Jeffress-Colburn model that includes an ab-
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Figure 5.7 Activity of EI units in Breebaart’s model, as a function of the characteristic IID (α) and
ITD (τ ) of each unit. The input was a 500 Hz tone presented diotically (i.e., with zero IID and ITD)
and there is no internal noise. Reproduced from Fig. 5 of [14]with the permission of the publisher.

straction of cells that are excited by input from one ear but inhibited by input from the other
ear (EI cells) [14, 15, 16]. The incorporation of EI units into binaural models provides an
explicit mechanism that can in principle estimate the IID ofa signal in a given frequency
band, just as the EE-based mechanism of the Jeffress-Colburn model is typically used to
provide an estimate of the ITD of a signal. In addition, the EImechanism can provide the
interaural cancellation in the EC model.

Figure 5.6 is a block diagram that summarizes the processingof Breebaart’s model [14]
that enables the simultaneous estimation of ITD and IID at a single frequency. In this
diagram, units labeled∆α insert small attenuations to the signal path, just as the units
labelled∆T insert small time delays, as in the earlier models of Colburn, Blauert, and
their colleagues. With this configuration, both the ITD and the IID of a signal component
can be inferred by identifying which EI unit exhibits theminimal response. Specifically,
the IID of the signal determines whichrow of EI units includes the minimal response, and
the ITD of the signal determines whichcolumns include the minimal response. Note that
the response patterns will tend to repeat periodically along the horizontal axis, because the
effective input to the network is narrowband after peripheral auditory filtering.

Figure 5.7 is an example of a response of such a network to a pure tone of 500 Hz
presented with zero ITD and IID in the absence of internal noise. Note that the network
exhibits aminimum of response at 0-µs ITD and 0-dB IID, with the minima repeating
periodically along the internal delay axis with a period of 2ms (the period of the 500-Hz
tone). Since the pattern shifts horizontally with a change of ITD and vertically with a
change of IID, this type of processing maintains an independent representation of ITD and
IID for subsequent processing. In contrast, other models (e.g., [9, 46, 70, 110]) combine
the effects of ITD and IID at or near the first stage of binauralinteraction.

As Breebaart [14] notes, the predictions of this model will be very similar to the pre-
dictions of other models based solely on EE processing for many stimuli. Nevertheless,
Breebaart also argues that predictions for EI-based modelswill differ from those of EE-
based models in some respects. For example, Breebaart [14] argues that the dependence
of binaural detection thresholds on target and masker duration is better described by EI-
based processing. Furthermore, he argues that the paralleland independent availability of
estimates of ITD and IID (as discussed in the previous paragraph) is likely to be useful
for describing particular detection and discrimination results, and that EI-based models are



20 BINAURAL SOUND LOCALIZATION

0 500 1000 1500 2000 2500 3000 3500 4000
−40

−30

−20

−10

0

0 500 1000 1500 2000 2500 3000 3500 4000
−50

−40

−30

−20

−10

0

Frequency (Hz)

/AH/ male speaker

/IH/ female speaker
M
a
g
n
it
u
d
e
 (
d
B
)

M
a
g
n
it
u
d
e
 (
d
B
)

−3
−2

−1
0

1
2

3

0

500

1000

1500

0

2

4

Internal delay τ (ms)

CF (Hz)

Figure 5.8 Upper and central panels: spectrum of the vowels /AH/ and /IH/ as recorded by a male
and female speaker, respectively. Lower panel: response ofan implementation of the Jeffress-Colburn
model to the simultaneous presentation of the /AH/ presented with a0-ms ITD and the /IH/ presented
with a−0.5-ms ITD.

better able to describe the dependence of binaural detection experiments on overall stimulus
level.

5.6 MULTISOURCE SOUND LOCALIZATION

We now consider the ways in which the models discussed above have been applied to de-
scribe signals containing multiple sound sources. In particular, we focus on the application
of such models within CASA systems, where they often form thebasis for localizing and
segregating speech that has been contaminated by interfering sounds.

Although the following discussion of multisource localization is based on the type of
binaural processing described in the previous section, it should be noted that the problem has
been extensively studied in array signal processing (for reviews, see [121, 62]), where the
main concern is direction-of-arrivalestimation. For example, the classic MUSIC (MUltiple
SIgnal Classification) algorithm [100] performs a principal component analysis on the array
covariance matrix in order to separate a signal subspace anda noise subspace, which are
used in a matrix operation that results in peak responses in the source directions. Although
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accurate source localization can be obtained with a large sensor array, the utility of such
techniques is limited when the array is limited to only two sensors, as in the case of the
auditory system. The MUSIC algorithm, for instance, can localize only one sound source
with two microphones. General multisource localization must also consider room rever-
beration, which introduces multiple reflections of every sound source and complicates the
localization problem considerably. The problem of reverberation will be treated extensively
in Chapter 7, and hence we do not deal with room reverberationin this section.

As has been described previously, the human binaural systemappears to make use of
several different types of information to localize and separate signals, including ITDs, IIDs,
and the ITDs of the low-frequencyenvelopes of high-frequencystimulus components. Nev-
ertheless, of these cues, ITD information typically dominates localization (at least at low
frequencies) and has been the basis for all of the models described above. As a conse-
quence, the primary stage of binaural interaction in multisource localization algorithms is
a representation of interaural timing information based oneither an EE-type mechanism as
in the Jeffress-Colburn model or an EI-type mechanism as in the Breebaart model. This
representation can be subsequently modified to reflect the impact of IIDs and possibly other
types of information. Figure 5.8 illustrates how the Jeffress-Colburn mechanism can be
used to localize two signals according to ITD. The upper two panels of the figure show
the magnitude spectra in decibels of the vowels /AH/ and /IH/spoken by a male and a
female speaker, respectively. The lower panel shows the relative response of the binaural
coincidence-countingunits when these two vowels are presented simultaneously with ITDs
of 0 and -0.5 ms, respectively. The 700-Hz first formant of thevowel /AH/ is clearly visible
at the 0-ms internal delay, and the 300-Hz first formant of thevowel /IH/ is seen at the delay
of -0.5 ms.

5.6.1 Estimating source azimuth from interaural cross-correlation

The first computational system for joint localization and source separation was proposed
by Lyon in 1983 [76]. His system begins with a cochleagram of asound mixture, which
is essentially a representation that incorporates cochlear filtering and mechanical-to-neural
transduction of the auditory nerve (see Sec. 1.3). The system subsequently computes
the cross-correlation between the left and the right cochleagram responses, resulting in a
representation similar to that shown in the lower panel of Fig. 5.8. Lyon termed this the
cross-correlogram. He suggests summing the cross-correlation responses overall frequency
channels, leading to a summary cross-correlogram in which prominent peaks indicate the
ITDs of distinct sound sources. The idea of performing peak detection in the summary
cross-correlogram for multisource localization has sincebeen adopted in many subsequent
systems, although Lyon’s original study did not evaluate the idea in a systematic way.

A more systematic study of multisource localization was conducted by Bodden [10],
again in the context of location-based source separation. The binaural processor used in
Bodden’s system follows the extension to Jeffress’s model by Blauert and his colleagues
as detailed in the previous section; in particular it incorporates contralateral inhibition and
adapts to HRTFs. As a result, his model for localization is based not only on ITD but also
on IID. His system analyzes the acoustic input using a filterbank with 24 channels, intended
to simulate the critical bands in human hearing. A mixture ofbroadband signals such as
speech may have large spectral overlap. In other words, different sources of this kind are
usually not well separated in frequency as shown in Fig. 5.8.As a result, binaural responses
to different sources interact in a complex way in the cross-correlogram, so that peaks in the
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cross-correlogram no longer reliably indicate ITDs of individual sounds. Hence, spectral
overlap between multiple sound sources creates a major difficulty in localization.

To deal with the problem of spectral overlap, the Bodden model incorporates a number
of computational stages. First, the cross-correlation function within each frequency band is
converted from an internal-delay axis to an azimuth axis. This conversion is performed in a
supervised training stage using white noise presented at various arrival angles between -90◦

to 90◦ in the frontal horizontal plane. The mapping between peak positions on the cross-
correlation axis to the corresponding azimuths is first established within each frequency
band, and linear interpolation is used to complete theconversion. Bodden has observed some
frequency dependency in the conversion, which is consistent with the observed frequency
dependence of physical measurements of ITD by Shaw and others, as summarized in Eq.
5.1. To perform localization, the model sums converted cross-correlation patterns across
different frequency channels. Rather than simply adding them together as is done in Lyon’s
model, the Bodden system introduces another supervised training stage in order to determine
the relative importance of different bands; this is done in asimilar way as in the conversion to
the azimuth axis. This second training stage provides a weighting coefficient for eachcritical
band, and the weighted sum across frequency is performed on the binaural responses in
different frequency channels. To further enhance the reliability of multisource localization,
his system also performs a running average across time within a short window (100 ms).
These steps together result in a summary binaural pattern indexed by azimuth and running
time.

A peak in the resulting summary pattern at a particular time is interpreted as a candidate
for the azimuth of an acoustic event at that time. Bodden’s model decides whether an
azimuth candidate corresponds to a new event by tracking thetime course of the amplitude
of the summary binaural pattern – a new event should have an accompanying amplitude
increase. Results on two-source localization were reported, and when the two sources
are well separated in azimuth, the model gives good results.It should be noted that the
sound sources used in Bodden’s experiments were combined digitally from recordings of
the individual sources in isolation (Bodden, personal communication); it is more difficult to
obtain comparable improvements using sound sources recorded in a natural environment,
especially if reverberation is a factor. This concern also applies to a number of subsequent
studies (e.g., [94]).

5.6.2 Methods for resolving azimuth ambiguity

When the azimuths of sound sources are not far apart, the Bodden model has difficulty in re-
solving them separately because, as discussed earlier, different sources may interact within
individual frequency channels to produce misleading peaksin the binaural pattern. For ex-
ample, two sounds may interact to produce a broad cross-correlogram peak that indicates a
ghost azimuth in the middle of the two true azimuths. Severalmethods have been proposed
to sharpen the cross-correlation modes along the internal-delay axis and resolve ambigu-
ities in source azimuth, including the previously-mentioned second level of coincidences
across frequencyproposed by Stern and Trahiotis [114, 116]and the contralateral-inhibition
mechanism proposed by Lindemann [70, 71].

One approach that has been effective in computational systems for source separation
is the computation of a ‘skeleton’ cross-correlogram [88, 94], which is motivated by the
observation that peaks in a cross-correlogram function aretoo broadly tuned to resolve
small differences in azimuth (see Fig. 5.8). The basic idea is to replace the peaks in a cross-
correlogram response by a Gaussian function with a narrowerwidth. Specifically, each local
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Figure 5.9 Azimuth localization for a mixture of two utterances: a maleutterance presented at 0◦

and a female utterance at 20◦. A. Cross-correlogram for a time frame 400 ms after stimulusonset.
The lower panel shows the summary cross-correlogram. B. Skeleton cross-correlogram for the same
time frame. The lower panel shows a summary plot along the azimuth axis. The arrow points to
channels that contain roughly equal energy from the target and the interference. Reproduced with
permission from [94].

peak in the cross-correlogram is reduced to an impulse of thesame height. The resulting
impulse train is then convolved with a Gaussian, whose widthis inversely proportional to
the center frequency of the corresponding filter channel. The resulting summary skeleton
cross-correlogram is more sharply peaked, and therefore represents multiple azimuths more
distinctly.

Figure 5.9 illustrates the utility of the skeleton cross-correlogram for a mixture of a male
speech utterance presented at 0◦ and a female utterance presented at 20◦. Fig. 5.9A shows
the cross-correlogram for a time window of 20 ms in response to the stimulus, where a 64-
channel gammatone filterbank with filter center frequency ranging from 80 Hz to 5 kHz is
used to perform peripheral analysis. The cross-correlogram is shown for the range [-1 ms, 1
ms]. For frequency bands where energy from one source is dominant, the binaural response
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indicates the ITD of the true azimuth. On the other hand, for channels where the energy
from each source is about the same, peaks in the binaural response deviate from the true
ITDs. In this case, the summary cross-correlogram shown in the lower panel of Fig. 5.9A
does not provide an adequate basis for resolving the two azimuths. Figure 5.9B shows
the corresponding skeleton cross-correlogram with sharper peaks (note that a conversion
from the delay axis to the azimuth axis has been performed in this figure). Integrating over
frequency yields a summary response that clearly indicatesthe two underlying azimuths,
as shown in the lower panel of Fig. 5.9B. A skeleton cross-correlogram could be produced
by applying a lateral inhibition mechanism to a conventional cross-correlogram; lateral
inhibition should be contrasted with contralateral inhibition used in Lindemann’s model
[70].

Motivated by the psychoacousticalevidence that human performance in localizing multi-
ple sources is enhanced when the sources have different onset times,Braasch [12] introduced
a model, called interaural cross-correlation difference,for localizing a target source in the
presence of background noise. When the target and the background noise are uncorrelated,
the cross-correlogram of the mixture is the sum of the cross-correlogram of the target and
that of the noise. If the cross-correlogram of the background is known, it can then be used
to subtract from the mixture cross-correlogram, producingthe cross-correlogram of the
target alone. As a result, target-localization performance is better than that which is ob-
tained using the traditional cross-correlogram. The basicidea behind Braasch’s difference
model is similar to that of spectral subtraction commonly used in speech enhancement (see
Sec. 1.5). Consequently, we can expect that Braasch’s modelwill work reasonably well for
signals that are in the presence of stationary background noise, but not so well when the
interference is nonstationary in nature, as in the case of a competing talker.

It is well known that the energy distribution of a speech utterance varies a great deal with
respect to time and frequency. Hence, for a mixture of speechsources – or any other sources
with such characteristic such as musical sounds – a single source tends to dominate the
responses within individual time-frequencyunits, eachcorresponding toa specific frequency
channel and a specific time frame. This property has been wellestablished in earlier parts
of this book (see Chapter 1 and Chapter 4). Figure 5.8 illustrates such a situation for a
mixture of two concurrent vowels. Because the two vowels show energy peaks in different
spectral regions, they are well separated in the binaural pattern shown in the lower panel of
the figure. Capitalizing on this observation, Faller and Merimaa [41] recently proposed a
method to automatically select the time-frequency (T-F) units dominated by a single source.
The ITD and IID cues provided by such units resemble those elicited by a single source.
Faller and Merimaa assume that only reliable binaural cues derived from such units are fed
to the later stages of the auditory pathway.

Faller and Merimaa [41] propose an interaural coherence (IC) measure to select reliable
T-F units. The IC is estimated from a normalized cross-correlation function, which may be
defined for a specific frequency channel at timet as

R̂(t, τ) =

∫ t

−∞
xL(α)xR(α − τ)w(t − α)dα

√

∫ t

−∞
x2

L
(α)w(t − α)dα

√

∫ t

−∞
x2

R
(α − t)w(t − α)dα

(5.5)

The notations in the above equation are the same as those in Eq. 5.2. R̂(t, τ) is evaluated
in the range [-1 ms, 1 ms]. The IC at timet is then given by

IC(t) = max
τ

R̂(t, τ) (5.6)
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This measure of interaural coherence, which in many ways maybe regarded as an am-
plification and implementation of an earlier approach by Allen et al. [1], is effective for
the following reasons. When a single source dominates a frequency band at a particular
time, the left and the right signal will be similar except foran ITD, which leads to a high
IC value. On the other hand, if multiple sources have significant energy within the same
time-frequency unit, the left and the right signals will be incoherent, leading to a low IC
value. In the Faller and Merimaa model, binaural cues from T-F units with high IC values
are retained, and the cues from other T-F units are discarded. Their evaluation results show
that the selection of binaural cues based on interaural coherence yields sharper peaks in a
joint ITD-IID feature space, which implies more robust localization of multiple sources.
Faller and Merimaa have also evaluated their method on localizing reverberant sounds, and
more discussion on this will be given in Chapter 7.

A major cause of azimuth ambiguity is the occurrence of multiple peaks in the high-
frequency range of the cross-correlogram in response to a broadband source (e.g. speech),
as shown in Fig. 5.9A. This is because at high frequencies thewavelength is shorter than the
physical distance between the two ears. When multiple sources are active, their interaction
may lead to a summary cross-correlogram in which the peaks nolonger reflect the true
ITDs, as discussed by Sternet al. [114, 117]. Liuet al. [73] divide the peaks into those
on the primary trace that coincides with the true ITDs and those on the secondary traces
that do not indicate true ITDs. Furthermore, they observe that the primary and secondary
traces form a characteristic pattern on the cross-correlogramand devise a template matching
method that integrates peaks across frequency on the basis of the characteristic correlation
pattern. They call their spectral integration method the ‘stencil’ filter, and have reported
good results for localizing up to four speech sources. A moredetailed description of the
stencil filter will be given in Chapter 6, in the context of location-based sound separation.

5.6.3 Localization of moving sources

Sound localization in real-world environments must consider the movement of sound
sources. For example, a speaker often turns his or her head and walks while talking.
Source movement introduces yet another dimension of complexity; in particular, it limits
the window length for temporal integration, which has proven to be very useful for accu-
rate localization. Few studies have addressed this important problem. Bodden [10] made
an attempt to test his model on localizing two moving sourcesthat cross each other in
their azimuthal paths. However, the two sources in his evaluation are active alternatively
with little temporal overlap, presumably because of the inability of the model to deal with
simultaneously active sources.

Roman and Wang [93] recently presented a binaural method fortracking multiple moving
sources. They extend a hidden Markov model (HMM) for multipitch tracking [127] to the
domain of multisource localization and tracking. Specifically, they extract ITD and IID cues
and integrate these cues across different frequencychannels to producea likelihood function
in the target space. The HMM is subsequently employed to formcontinuous azimuth tracks
and detect the number of active sources across time. Their model combines instantaneous
binaural information and an explicit dynamic model that simulates the motion trajectory of
a sound source. They have reported good results for trackingthree active sources whose
azimuth paths may cross each other. A further evaluation shows a favorable comparison
with a Kalman-filter based approach [92].
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5.7 GENERAL DISCUSSION

The ability to localize sound sources is a crucial aspect of auditory perception; it creates a
sense of space for the listener, and provides information about the spatial location of objects
in the environment which can be critical for survival. The psychoacoustical studies reviewed
here reveal that human binaural hearing can accurately localize sounds, particularly in the
horizontal median plane, and that this capacity remains largely intact in the presence of
other interfering sounds. Reproducing this ability in computational systems is a significant
challenge, and an important one for the development of CASA systems.

Binaural sound localization is largely based on comparisons between the signals arriving
at the two ears. Several cues contribute in this respect, including ITD, IID, as well as the ITD
of the low-frequency envelopes of high-frequency components of the signals. Cues related
to frequency-dependent filtering by the pinnae also play a role, particularly for localization
in the vertical plane and for resolving front-back ambiguities. Although ITD appears to
play a dominant role in the determination of sound azimuth, it is clear that all of these cues
interact in complex ways. At present, these interactions are not well understood; similarly,
there is much that we do not know about how binaural cues are employed to process multiple
sound sources.

The Jeffress coincidence mechanism [59], postulated almost 60 years ago, has domi-
nated computational modeling of sound localization. However, the Jeffress scheme and its
variants (see Sec. 5.5.2) were principally developed to explain the localization of simple
stimuli such as a single sound source in an anechoic environment. While these models
have been successful in modeling the binaural perception ofisolated sounds, there have
been relatively few attempts to quantitatively evaluate them using multiple sound sources.
Nonetheless, the key representation in Jeffress’ scheme – referred to by some as the cross-
correlogram – has been used as the basis for a number of multisource localization and sound
separation systems. Within such systems, integration of cross-correlation responses across
frequency and time is necessary for good localization performance. Computational efforts
in multisource localization have mostly concentrated on how to resolve azimuth ambiguity
introduced by the presence of multiple sound sources.

Spatial location is an important cue for auditory scene analysis (see Sec. 1.1 and Breg-
man [17]), and many computational studies have addressed the problem of location-based
grouping – the topic of the next chapter. In such studies, sound localization is often consid-
ered to be a prerequisite step. This, plus the fact that spectro-temporal integration is usually
needed for accurate localization, raises an interesting conceptual issue of whether sound
separation depends on localization or sound localization depends on separation. Experi-
mental evidence discussed in Sec. 5.4.1 suggests that a target sound in background noise
that is clearly audible is also easily localizable. This indicates a close link between sound
localization and separation.

On the one hand, the robust MLD effect due to spatial separation (see Sec. 5.4.2) and
other binaural advantages in sound separation would strongly imply the contribution of
location-based grouping to auditory scene analysis. On theother hand, it is well known
that binaural cues such as ITD and IID are susceptible to intrusion by background noise and
room reverberation (see Chapter 7). Such intrusions make reliable estimates of binaural
cues very difficult, if not impossible, in local time-frequency regions.

Indeed, the notion that the human auditory system groups sources according to ITD is
far from universally accepted. For example, the results of several experiments using ear-
phones indicate that listeners are unable to achieve separate identification of simultaneously-
presented vowel-like bandpass-noise sounds solely on the basis of their ITDs (e.g., [30, 31,
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57]). Culling and Summerfield (and others) believe that these results indicate that the hu-
man auditory system does not make use of ITD information in achieving an initial grouping
of signal components according to sound source. They suggest that signal components
are extracted independently for each frequency using an interaural cancellation mechanism
similar to that used in the EC model. In contrast, Sternet al. have found that identification
according to ITD is easily accomplished if similar noise bands are modulated in amplitude or
frequency in a fashion that is similar to the natural modulations of speech signals [91, 112].
One plausible interpretation of these results is that the human auditory system first groups
signal components according to common modulation in amplitude and/or frequency (as
well as other information such as the harmonicity of periodic signal components), and that
ITD information is then used to segregate the grouped components, perhaps abetted by IID
information to provide additional help in interpreting ambiguous inputs. Certainly, sound
localization and sound separation are likely to interact inways that we do not yet fully
understand.

While the question of how human listeners utilize ITDs to segregate sounds remains an
interesting one, it is not necessary for a CASA system to mimic every aspect of auditory
processing. As a practical matter, signal segregation is generally more easily achieved
computationally on the basis of ITD information than it is based on common amplitude or
frequency modulation, at least for anechoic signals. Hence, the use of ITD information as
the basis for signal separation remains appealing for computational systems.

Future research in multisource localization will need to address the issue of room re-
verberation, which few computational studies have tackleddirectly (see Chapter 7). More
consideration also needs to be given to moving sound sources, which frequently occur in
natural acoustic scenes. Background interference, reverberation, and motion conspire to
create a tremendous problem for computational sound localization systems that operate in
real-world environments, and they will present a challengefor many years to come.
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