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Algorithm 1: Cor-PRA Feature Induction

Input training queries \{(x_n, G_n)\}_{n=1}^m
for each query (x_n, G_n) do
1. Path exploration
(i.) Apply path finding to generate paths \(P_n\) up to length \(l\) that originate at \(x_n\).
(ii.) Apply path finding to generate paths \(P_n\) up to length \(l\) that terminate at \(x_n\).
2. Calculate random walk probabilities:
   for each \(x_n, \pi \in P_n\) do
     compute \(P(\pi \rightarrow \pi, x_n)\) and \(P(\pi \leftarrow \pi, x_n)\)
   end for
   for each \(x_n, \pi \in P_n\) do
     compute \(P(\pi \rightarrow \pi, x_n)\) and \(P(\pi \leftarrow \pi, x_n)\)
   end for
3. Generate constant path candidates:
   for each \(x_n, \pi \in P_n\) with \(P(\pi \rightarrow \pi, x_n) > 0\) do
     propose path feature \(P(\pi \rightarrow \pi, x_n)\)
   end for
   for each \(x_n, \pi \in P_n\) with \(P(\pi \rightarrow \pi, x_n) > 0\) do
     propose path feature \(P(\pi \rightarrow \pi, x_n)\)
   end for
4. Generate long (concatenated) path candidates:
   for each \(x_n, \pi \in P_n\) with \(P(\pi \rightarrow \pi, x_n) > 0\) do
     propose long path feature \(P(\pi \rightarrow \pi, x_n)\)
   end for
   for each \(x_n, \pi \in P_n\) with \(P(\pi \rightarrow \pi, x_n) > 0\) do
     propose long path feature \(P(\pi \rightarrow \pi, x_n)\)
   end for

Main Results

KB inference
NE extraction

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
<th>MAP</th>
<th></th>
<th>Time</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RWR</td>
<td>25.6</td>
<td>0.439</td>
<td>7.375, 0.417</td>
<td>17.9</td>
<td>0.530</td>
</tr>
<tr>
<td>FOIL</td>
<td>1891.8</td>
<td>0.358</td>
<td>366,558, 0.167</td>
<td>369.0</td>
<td>0.556, 0.186</td>
</tr>
<tr>
<td>PRA</td>
<td>10.2</td>
<td>0.477</td>
<td>277, 1.07</td>
<td>589.8</td>
<td>0.550, 0.316</td>
</tr>
<tr>
<td>Cor-PRA-no-const</td>
<td>16.7</td>
<td>0.479</td>
<td>449, 0.167</td>
<td>589.8</td>
<td>0.550, 0.316</td>
</tr>
<tr>
<td>Cor-PRA-consty</td>
<td>23.3</td>
<td>0.524</td>
<td>556, 0.186</td>
<td>589.8</td>
<td>0.550, 0.316</td>
</tr>
<tr>
<td>Cor-PRA-consty</td>
<td>27.1</td>
<td>0.530</td>
<td>643, 0.316</td>
<td>589.8</td>
<td>0.550, 0.316</td>
</tr>
</tbody>
</table>