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New results for label efficient, poly time, 
passive and active learning of linear seps 
under log-concave distributions 

• AL provides exponential improvement over passive learning. 

2-Minute Version 

• A poly time PAC algorithm with optimal sample complexity. 

• First tight bound for poly-time PAC algos for 
an infinite class of fns under a general class of 
distributions. 
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• Solves open question for the uniform distr. [Long’95,’03], 

[Bshouty’09]  

[Ehrenfeucht et al., 1989; Blumer et al., 1989] 



New improved bounds for active and passive learning in 
the case that the data might not be linearly separable. 

• agnostic case (disagreement coefficient) and 

Tsybakov low-noise condition 

2-Minute Version 

Nearly log-concave distributions [Applegate&Kannan’91] 

[Caramanis&Mannor’07], new structural results there as well. 

• This talk focus on the noise-free setting, log-

concave distributions . 



Supervised Learning Formalization 

• X – feature space 

  err(h)=Prx 2 D(h(x)  c*(x)) 

•  Do optimization over S, find hypothesis h 2 C. 

• S={(x, l)} - set of labeled examples 

•  Goal:  h has small error over D. 

– drawn i.i.d. from distr. D over X and labeled by target concept c* 

h c* 

• c* in C, realizable case; else agnostic  

  Classic models: PAC (Valiant), SLT (Vapnik) 

• In PAC, talk about efficient algorithms. 
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Sample Complexity Results  
Infinite C, realizable 

Theorem 

Theorem 

labeled examples case are sufficient s.t. with prob. 1-± all 

h in C consistent with data satisfy err(h) · ². 

• Lots of work on tighter bounds [e.g., Haussler,Littlestone, Wartmuth’94’; 

Gine and Koltchinski’06) 

Pesky gaps between upper and lower bounds, even for 

linear separators under uniform distribution… 



Classic Paradigm Insufficient Nowadays 

Modern applications: massive amounts of raw data. 

Only a tiny fraction can be annotated by human experts. 

Billions of webpages Images Protein sequences 

http://images.google.com/imgres?imgurl=http://www.teachenglishinasia.net/files/u2/purple_lotus_flower.jpg&imgrefurl=http://www.teachenglishinasia.net/asiablog/asian-water-lilies-and-lotus-flowers&usg=__jQMsElfDOQGWm-hebjVtJDqL-40=&h=335&w=500&sz=28&hl=en&start=3&sig2=hmb0FR5kLCXdU2BdwjCNcA&zoom=1&itbs=1&tbnid=r_JpUcIxETAUoM:&tbnh=87&tbnw=130&prev=/images?q=flower&hl=en&gbv=2&tbs=isch:1&ei=Is1yTcKaOcGAlAe0wqGmAQ
http://images.google.com/imgres?imgurl=http://www.soccerballworld.com/images/Ball-UEFA-FINALE.jpg&imgrefurl=http://www.soccerballworld.com/UEFA-Champions-Finale.htm&usg=__IkP2FDq2F5yEyjqW0wDIthrifzc=&h=300&w=300&sz=15&hl=en&start=5&sig2=Sw_H6_M6TzTbVg5PqjP6lw&zoom=1&itbs=1&tbnid=E1Xl3YAzGDlvgM:&tbnh=116&tbnw=116&prev=/images?q=ball&hl=en&gbv=2&tbs=isch:1&ei=-8xyTbz0OISclge849RL
http://images.google.com/imgres?imgurl=http://ceoworld.biz/ceo/wp-content/uploads/2009/07/microsoft_logo.jpg&imgrefurl=http://ceoworld.biz/ceo/2009/07/13/microsoft-to-sell-razorfish-wpp-omnicom-publicis-groupe-interpublic-group-and-dentsu-possible-bidder&usg=__D-yYVRjhhUHbi2sYkh2hyP_5EK4=&h=299&w=300&sz=5&hl=en&start=2&sig2=4orOiNNbbV2i6Ii7SFMdmg&zoom=1&itbs=1&tbnid=Sk8jPaSR61onuM:&tbnh=116&tbnw=116&prev=/images?q=microsoft&hl=en&gbv=2&tbs=isch:1&ei=1MtyTbH9IYOglAeJrq2bAQ
http://images.google.com/imgres?imgurl=http://www.treehugger.com/ec-rnd-005.jpg&imgrefurl=http://www.treehugger.com/files/2008/07/17-electric-cars-overview-2005-to-2008.php&usg=__4G2QjNYXIHEYVXE6DoqIE5zzzrY=&h=322&w=468&sz=40&hl=en&start=9&sig2=P7jmw1vmKb715x8CELHezQ&zoom=1&itbs=1&tbnid=iGci7mkzT2KN2M:&tbnh=88&tbnw=128&prev=/images?q=car&hl=en&gbv=2&tbs=isch:1&ei=qMtyTcilGIOClAey9IGqCw
http://images.google.com/imgres?imgurl=http://images.nymag.com/news/features/newface080811_lede_560.jpg&imgrefurl=http://nymag.com/news/features/48948/&usg=__cimnczuBny94AVQhDb04KyNUIm4=&h=482&w=560&sz=50&hl=en&start=11&sig2=4wGA_vH60nBqlHqvekl3lA&zoom=1&itbs=1&tbnid=gg1XN95D7aTn3M:&tbnh=114&tbnw=133&prev=/images?q=face&hl=en&gbv=2&tbs=isch:1&ei=dMtyTbuKL8OqlAecwcFN
http://images.google.com/imgres?imgurl=http://www.classicsavers.com/casablanca.jpg&imgrefurl=http://www.classicsavers.com/Casablanca.html&h=600&w=800&sz=72&tbnid=wSXOd5UUibIJ:&tbnh=106&tbnw=141&start=3&prev=/images?q=casablanca&hl=en&lr=&ie=UTF-8
http://images.google.com/imgres?imgurl=http://www.classicsavers.com/casablanca.jpg&imgrefurl=http://www.classicsavers.com/Casablanca.html&h=600&w=800&sz=72&tbnid=wSXOd5UUibIJ:&tbnh=106&tbnw=141&start=3&prev=/images?q=casablanca&hl=en&lr=&ie=UTF-8
http://images.google.com/imgres?imgurl=http://www.flash-slideshow-maker.com/images/help_clip_image020.jpg&imgrefurl=http://www.flash-slideshow-maker.com/flash-images/&usg=__jMIGXrfx-_pXlchniUcjT2UYT9k=&h=422&w=554&sz=35&hl=en&start=1&sig2=YCfTn6kxhcufspbxJdXhrQ&zoom=1&itbs=1&tbnid=_ruOuQ2EjL3wOM:&tbnh=101&tbnw=133&prev=/images?q=images&hl=en&sa=X&gbv=2&tbas=0&tbs=isch:1&ei=n8hyTej5N8X_lgffrdVF
http://images.google.com/imgres?imgurl=http://www.dynamicdrive.com/dynamicindex4/lightbox2/flower.jpg&imgrefurl=http://www.dynamicdrive.com/dynamicindex4/lightbox2/index.htm&usg=__6G24ltZqq0UGAerNdiENN4jOqqQ=&h=509&w=500&sz=46&hl=en&start=4&sig2=P_pNfXebhTzd8n0DrpgNhw&zoom=1&itbs=1&tbnid=--IQZoA0t4jdOM:&tbnh=131&tbnw=129&prev=/images?q=images&hl=en&sa=X&gbv=2&tbas=0&tbs=isch:1&ei=n8hyTej5N8X_lgffrdVF
http://images.google.com/imgres?imgurl=http://www.nrl.navy.mil/content_images/clem.jpg&imgrefurl=http://www.nrl.navy.mil/media/popular-images/&usg=__Cj15wZbDIqpRCeVmO7SsP5XIOzM=&h=1213&w=1720&sz=1347&hl=en&start=3&sig2=TRnaOP-O9wUtTBwS0_vDZA&zoom=1&itbs=1&tbnid=EprKgSAflWdsYM:&tbnh=106&tbnw=150&prev=/images?q=images&hl=en&sa=X&gbv=2&tbas=0&tbs=isch:1&ei=n8hyTej5N8X_lgffrdVF
http://images.google.com/imgres?imgurl=http://hirise.lpl.arizona.edu/HiBlog/wp-content/uploads/2008/03/mex_phobos.jpg&imgrefurl=http://hirise.lpl.arizona.edu/HiBlog/category/hirise/news-events/special-images/&usg=__DLojkIcAQfQzGQ4oBrU4aT3OcHI=&h=400&w=400&sz=29&hl=en&start=15&sig2=cqA6Gj5KQHXSZIuOwlp0iQ&zoom=1&itbs=1&tbnid=QIVdyHeoWfEyFM:&tbnh=124&tbnw=124&prev=/images?q=images&hl=en&sa=X&gbv=2&tbas=0&tbs=isch:1&ei=n8hyTej5N8X_lgffrdVF
http://images.google.com/imgres?imgurl=http://www.mabima.net/company/images/Tucker_House_2003_640.JPG&imgrefurl=http://www.mabima.net/company/&usg=__yK2ELUzEORpde1XjSFJTrRDtFxc=&h=426&w=640&sz=69&hl=en&start=4&sig2=Q0e47SnpfYjO5jf5DQQk-Q&zoom=1&itbs=1&tbnid=GD54wp6WHlrhMM:&tbnh=91&tbnw=137&prev=/images?q=house&hl=en&gbv=2&tbs=isch:1&ei=KMtyTZnAE8aqlAegju1U
http://images.google.com/imgres?imgurl=http://www.popsci.com/files/imagecache/article_image_large/articles/ie2.jpg&imgrefurl=http://www.popsci.com/gadgets/article/2010-08/microsoft-fight-between-revenue-and-privacy-money-1-privacy-zero&usg=__wfaTvyWsRtJGRnAP5yJyb-kp3u0=&h=333&w=500&sz=22&hl=en&start=1&sig2=PTP24GqOtv3iVaxKrsl8dg&zoom=1&itbs=1&tbnid=_nE8aJVhvxfpbM:&tbnh=87&tbnw=130&prev=/images?q=internet&hl=en&gbv=2&tbs=isch:1&ei=FsxyTaDEPMWAlAePlcFS


Active Learning 

          A Label for that Example 

Request for the Label of an Example 

          A Label for that Example 

Request for the Label of an Example 

Data Source 

Unlabeled 
examples 

. . .  

Algorithm outputs a classifier  

Learning 
Algorithm 

Expert / Oracle 

• The learner can choose specific examples to be labeled.  

 • He works harder, to use fewer labeled examples. 

 



Can adaptive querying help?  

w 

+ - 

Exponential improvement. 

•  Sample with 1/ unlabeled examples; do binary search. 
- 

Active: only O(log 1/) labels. 

Passive supervised: (1/) labels to find an -accurate threshold. 

+ - 

Active Algorithm 

• Useful in practice, e.g., Active SVM [Tong & Koller, ICML ‘99] 

• Canonical theoretical example [CAL92, Dasgupta04] 

In general, number of queries needed depends on C and P. 



When Active Learning Helps 

•  Several specific analyses  for realizable case. E.g., linear 
separators, uniform distribution  

•  A2 [Balcan, Beygelzimer, Langford ’06]     [Hanneke’07] 

•  Generic algos that work even in the agnostic case and 
under various noise conditions 

•  DKM algo [Dasgupta,Hsu, Monteleoni ’07]  

•  Koltchinksi’s algo [Koltchinksi’10]  

   [Hanneke’10] 

   [Hanneke ’10] 

•  QBC [Freund et al., ’97]  

•  Active Perceptron [Dasgupta, Kalai, Monteleoni ’05]  

   [Wang’09] 

Lots of exciting activity in recent years. 



Active Learning [Balcan-Long’ 13]  

 

• Realizable: exponential improvement, only O(d log 1/) 
labels to find a hypothesis with error . [Bounded noise]. 

This talk: C - homogeneous linear seps in Rd, D – logconcave 

• Tsybakov noise: polynomial improvement. 

Log-concave distributions:  log of density fnc concave 

• wide class: includes uniform distr. over any convex set, 
Gaussian distr., Logistic, etc 

• played a major role in sampling, optimization, integration, 
learning [LV’07, KKMS’05,KLT’09] 



Active Learning [Balcan-Long’ 13]  

 

• Realizable: exponential improvement, only O(d log 1/) 
labels to find a hypothesis with error . [Bounded noise]. 

This talk: C - homogeneous linear seps in Rd, D – logconcave 

• Tsybakov noise: polynomial improvement. 

Broadens the class of pbs for which we 
have concrete and optimal bounds for AL.  



Margin Based Active-Learning, Realizable Case 

Draw m1 unlabeled examples, label them, add them to W(1). 

iterate k=2, …, s  

• find a hypothesis wk-1 consistent with W(k-1). 

• W(k)=W(k-1). 

• sample mk unlabeled samples x 

   satisfying |wk-1 ¢ x| · k-1 ; 

• label them and add them to W(k).  

end iterate 

Algorithm 



Margin Based Active-Learning, Realizable Case 

Draw m1 unlabeled examples, label them, add them 
to W(1). 
iterate  k = 2, …, s  

• find a hypothesis wk-1 consistent with W(k-1). 

• W(k)=W(k-1). 

• sample mk unlabeled samples x         

satisfying |wk-1
T ¢ x| · k-1 

• label them and add them to W(k).  

w1 

1 

w2 

2 

w3 



Margin Based Active-Learning, Realizable Case 

Theorem 

If  then  after 

ws has error · . 

PX log-concave in Rd. 

and  

iterations 



Linear Separators, Log-Concave Distributions 

u 

v 

(u,v) 
Fact 1 

Proof idea: 

• project the region of disagreement in the space given by u and v 

• use properties of log-concave distributions in 2 dimensions. 

Fact 2 

v 



Linear Separators, Log-Concave Distributions 

If and Fact 3 
v u 

v 

 



Linear Separators, Log-Concave Distributions 

If and Fact 3 
v u 

v 

 Proof idea: 

• project the region of disagreement in the space given by u and v 

• Note that each x in E has ||x|| ¸ °/¯  =c2 

E 



Margin Based Active-Learning, Realizable Case 

Induction: all w consistent with W(k) have error · 1/2k;  
     so, wk has error · 1/2k.  

Proof Idea 

wk-1 

w 

k-1 

w* 

For 
· 1/2k+1 

iterate  k=2, … ,s  

• find a hypothesis wk-1 consistent with W(k-1). 

• W(k)=W(k-1). 

• sample mk unlabeled samples x 

   satisfying |wk-1
T ¢ x| · k-1 

• label them and add them to W(k).  



Proof Idea 

Under the uniform distr. for 

· 1/2k+1 

wk-1 

w 

k-1 

w* 



Proof Idea 

Enough to ensure 

Can do with only 

· 1/2k+1 

labels. 

wk-1 

w 

k-1 

w* 

Under the uniform distr. for 



Passive Learning 
Theorem 

High Level Idea 

Any passive learning algo that outputs w consistent with  

• Run algo online, use the intermediate w to track the progress 

• Performs well even if it periodically builds w using some of the 
examples, and only uses borderline cases for preliminary 
classifiers for further training. 

 examples, satisfies err(w) · ², with proab. 1-±. 

• Carefully distribute ±, allow higher prob. of failure in later stages 
[once w is already pretty good, it takes longer to get examples 
that help to further improve it] 



Passive Learning 
Theorem 

High Level Idea 

Any passive learning algo that outputs w consistent with  

 examples, satisfies err(w) · ², with proab. 1-±. 



Conclusions 

• Extensions to nearly log-concave distributions, noisy 
settings. Lower Bounds. 

• Broadens class of pbs for which AL provides exponential 
improvement in 1/² (without additional increase on d). 

• First tight bound for a poly-time PAC algo for an infinite 
class of fns under a general class of distributions. 



Discussion, Open Directions 

• Efficient query optimal algorithms for AL for more 
general settings. 

Open Directions 

• Close the existing gap for passive learning for general 
classes and distributions. 

• First tight bound for a poly-time PAC algo for an infinite 
class of fns under a general class of distributions. 

• Extensions to nearly log-concave distributions, noisy 
settings. Lower Bounds. 

• Broadens class of pbs for which AL provides exponential 
improvement in 1/² (without additional increase on d). 



Bounded Noise 

Guarantee Assume PX log-concave in Rd. 

Assume that |P(Y=1|x)-P(Y=-1|x)| ¸  for all x. 

Then 

The previous algorithm and proof extend naturally, 
and get again an exponential improvement. 

Assume w* is the Bayes classifier. 



Bounded Noise, Exponential improvement 

Guarantee Assume PX log-concave in Rd
 

Assume that |P(Y=1|x)-P(Y=-1|x)| ¸  for all x. 

Then 

Assume w* is the Bayes classifier. 

The previous algorithm and proof extend naturally, 
and get again an exponential improvement. 


