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ABSTRACT

We introduce a new approach for designing computationally efficient and noise tolerant algorithms for learning linear separators. We consider the malicious noise model of Valiant [41, 32] and the adversarial label noise model of Kearns, Schapire, and Selie [34]. For malicious noise, where the adversary can corrupt an $\eta$ fraction of both the label part and the feature part, we provide a polynomial-time algorithm for learning linear separators in $\mathbb{R}^d$ under the uniform distribution with nearly information-theoretically optimal noise tolerance of $\eta = \Omega(\epsilon)$, improving on the $\Omega\left(\frac{1}{\text{poly}(d/\epsilon)}\right)$ noise-tolerance of [31] and the $\Omega\left(\frac{\epsilon^2}{\log(d/\epsilon)}\right)$ of [35]. For the adversarial label noise model, where the distribution over the feature vectors is unchanged, and the overall probability of a noisy label is constrained to be at most $\eta$, we give a polynomial-time algorithm for learning linear separators in $\mathbb{R}^d$ under the uniform distribution that can also handle a noise rate of $\eta = \Omega(\epsilon)$. This improves over the results of [31] which either required runtime super-exponential in $1/\epsilon$ (ours is polynomial in $1/\epsilon$) or tolerated less noise.

In the case that the distribution is isotropic log-concave, we present a polynomial-time algorithm for the malicious noise model that tolerates $\Omega\left(\frac{1}{\log(1/\epsilon)}\right)$ noise, and a polynomial-time algorithm for the adversarial label noise model that also handles $\Omega\left(\frac{1}{\log(1/\epsilon)}\right)$ noise. Both of these also improve on results from [35]. In particular, in the case of malicious noise, unlike previous results, our noise tolerance has no dependence on the dimension $d$ of the space.

Our algorithms are also efficient in the active learning setting, where learning algorithms only receive the classifications of examples when they ask for them. We show that, in this model, our algorithms achieve a label complexity whose dependence on the error parameter $\epsilon$ is polylogarithmic (and thus exponentially better than that of any passive algorithm). This provides the first polynomial-time active learning algorithm for learning linear separators in the presence of malicious noise or adversarial label noise.

* This work was supported in part by NSF grants CCF-0953192 and CCF-1101215, AFOSR grant FA9550-09-1-0538, and a Microsoft Research Faculty Fellowship.

Our algorithms and analysis combine several ingredients including aggressive localization, minimization of a progressively rescaled hinge loss, and a novel localized and soft outlier removal procedure. We use localization techniques (previously used for obtaining better sample complexity results) in order to obtain better noise-tolerant polynomial-time algorithms.
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1. INTRODUCTION

Overview. Dealing with noisy data is one of the main challenges in machine learning and is an active area of research. In this work we study the noise-tolerant learning of linear separators, arguably the most popular class of functions used in practice [19]. Learning linear separators from correctly labeled (non-noisy) examples is a very well understood problem with simple efficient algorithms like Perceptron being effective both in the classic passive learning setting [33, 42] and in the more modern active learning framework [21]. However, for noisy settings, except for the special case of uniform random noise, very few positive algorithmic results exist even for passive learning. In the context of theoretical computer science more broadly, problems of noisy learning are related to seminal results in approximation-hardness [1, 27], cryptographic assumptions [14, 39], and are connected to other classic questions in learning theory (e.g., learning DNF formulas [34]), and appear as barriers in differential privacy [26].

In this paper we present new techniques for designing efficient algorithms for learning linear separators in the presence of malicious noise and adversarial label noise. These models were originally proposed for a setting in which the algorithm must work for an arbitrary, unknown distribution. As we will see, bounds on the amount of noise tolerated for this distribution-free setting were weak, and no significant progress was made for many years. This motivated research investigating the role of the distribution generating the data on the tolerable level of noise: a breakthrough result [31] and subsequent work of [35] showed that indeed better bounds can be obtained for the uniform and isotropic log-concave
distributions. In this paper, we continue this line of research. For the malicious noise case, where the adversary can corrupt both the label part and the feature part of the observation (and it has unbounded computational power and access to the entire history of the learning algorithm’s computation), we design an efficient algorithm that can tolerate a near-optimal amount of malicious noise (within constant factor of the statistical limit) for the uniform distribution, and also improve over the previously known results for log-concave distributions. In particular, unlike previous works, our noise tolerance limit has no dependence on the dimension $d$ of the space. We also show similar improvements for adversarial label noise, and furthermore show that our algorithms can naturally exploit the power of active learning. Active learning is a widely studied modern learning paradigm, where the learning algorithm only receives the class labels of examples when it asks for them. We show that in this model, our algorithms achieve a label complexity whose dependence on the error parameter $\epsilon$ is exponentially better than that of any passive algorithm. This provides the first polynomial-time active learning algorithm for learning linear separators in the presence of adversarial label noise, solving an open problem posed in [3, 37]. It also provides the first analysis showing the benefits of active learning over passive learning under the challenging malicious noise model.

Our work brings a new set of algorithmic and analysis techniques including localization (previously used for obtaining better sample complexity results) and soft outlier removal that we believe will have other applications in learning theory and optimization. Localization [9, 15, 44, 4, 16, 36, 29, 8] refers to the practice of progressively narrowing the focus of a learning algorithm to an increasingly restricted range of possibilities (which are known to be safe given the information up to a certain point in time), thereby improving the stability of estimates of the quality of these possibilities based on random data.

In the following we start by formally defining the learning models we consider. We then present the most relevant prior work, and then our main results and techniques.


In this work we consider the problem of learning linear separators in two learning paradigms: the classic passive learning setting and the more modern active learning scenario. As is typical [33, 42], we assume that there exists a distribution $D$ over $\mathbb{R}^d$, and a fixed unknown target function $w^*$. In the noise-free case, in the passive supervised learning model the algorithm is given access to a distribution oracle $EX(D, w^*)$ from which it can get training samples $(x, \text{sign}(w^* \cdot x))$ where $x \sim D$. The goal of the algorithm is to output a hypothesis $w$ such that $\text{err}_D(w) = \Pr_{x \sim D}[\text{sign}(w^* \cdot x) \neq \text{sign}(w \cdot x)] \leq \epsilon$. In the active learning model [18, 21] the learning algorithm is given as input a pool of unlabeled examples drawn from the distribution oracle. The algorithm can then query for the labels of examples of its choice from the pool. The goal is to produce a hypothesis of low error while also optimizing for the number of label queries (also known as label complexity). The hope is that in the active learning setting we can output a classifier of small error by using many fewer label requests than in the passive learning setting by actively directing the queries to informative examples (while keeping the number of unlabeled examples polynomial).

In this work we focus on two noise models. The first one is the malicious noise model of [41, 32] where samples are generated as follows: with probability $(1 - \eta)$ a random pair $(x, y)$ is output where $x \sim D$ and $y = \text{sign}(w^* \cdot x)$; with probability $\eta$ the adversary can output an arbitrary pair $(x, y) \in \mathbb{R}^d \times \{-1, 1\}$. We will call $\eta$ the noise rate. Each of the adversary’s examples can depend on the state of the learning algorithm and also the previous draws of the adversary. We will denote the malicious oracle as $EX_b(D, w^*)$. The goal remains, however, to output a hypothesis $w$ such that $\Pr_{x \sim D}[\text{sign}(w^* \cdot x) \neq \text{sign}(w \cdot x)] \leq \epsilon$.

In this paper, we consider an extension of the malicious noise model to the active learning model as follows. There are two oracles, an example generation oracle and a label revealing oracle. The example generation oracle works as usual in the malicious noise model: with probability $(1 - \eta)$ a random pair $(x, y)$ is generated where $x \sim D$ and $y = \text{sign}(w^* \cdot x)$; with probability $\eta$ the adversary can output an arbitrary pair $(x, y) \in \mathbb{R}^d \times \{-1, 1\}$. In the active learning setting, unlike the standard malicious noise model, when an example $(x, y)$ is generated, the algorithm only receives $x$, and must make a separate call to the label revealing oracle to get $y$. The goal of the algorithm is still to output a hypothesis $w$ such that $\Pr_{x \sim D}[\text{sign}(w^* \cdot x) \neq \text{sign}(w \cdot x)] \leq \epsilon$.

In the adversarial label noise model, before any examples are generated, the adversary may choose a joint distribution $P$ over $\mathbb{R}^d \times \{-1, 1\}$ whose marginal distribution over $\mathbb{R}^d$ is $D$ and such that $\Pr_{(x, y) \sim P}[\text{sign}(w^* \cdot x) \neq y) \leq \eta$. In the active learning version of this model, once again we will have two oracles, and example generation oracle and a label revealing oracle. We note that the results from our theorems in this model translate immediately into similar guarantees for the agnostic model of [34] (used commonly both in passive and active learning (e.g., [31, 3, 28])). (Please see the full version [2] for the details.)

We will be interested in algorithms that run in time $\text{poly}(d, 1/\epsilon)$ and use $\text{poly}(d, 1/\epsilon)$ samples. In addition, for the active learning scenario we want our algorithms to also optimize for the number of label requests. In particular, we want the number of labeled examples to depend only polynomially in $1/\epsilon$. The goal then is to quantify for a given value of $\epsilon$, the tolerable noise rate $\eta(\epsilon)$ which would allow us to design an efficient (passive or active) learning algorithm.

### Previous Work.

In the context of passive learning, Kearns and Li’s analysis [32] implies that halfspaces can be efficiently learned with respect to arbitrary distributions in polynomial time while tolerating a malicious noise rate of $\Omega(\sqrt{d})$. Kearns and Li [32] also showed that malicious noise at a rate greater than $\frac{d}{4\epsilon^2}$ cannot be tolerated (and a slight variant of their construction shows that this remains true even when the distribution is uniform over the unit sphere). The $\Omega(\sqrt{d})$ bound for the distribution-free case was not improved for many years. Kalai et al. [31] showed that, when the distribution is uniform, the $\text{poly}(d, 1/\epsilon)$-time averaging algorithm tolerates malicious noise at a rate $\Omega(\epsilon/\sqrt{d})$. They also described an improvement to $\Omega(\epsilon/d^{1/4})$ based on the observation that uniform examples will tend to be well-separated, so that pairs of examples that are too close to one another can be removed, and this limits an adversary’s ability to coordinate the effects of its noisy examples. [35] analyzed another approach to limiting the coordination of the noisy examples: they proposed an outlier removal procedure that used PCA to find any direction $u$ onto which projecting the training data led to suspiciously high variance, and removing examples with the most extreme values after projecting onto any such $u$. Their algorithm tolerates malicious noise at a rate $\Omega((\epsilon^3 / \log(d/\epsilon))^{1/2})$ under the uniform distribution.

Motivated by the fact that many modern machine learning applications have massive amounts of unannotated or unlabeled data, there has been significant interest in designing active learning algorithms that most efficiently utilize the available data, while mini-
1.1 Our Results

The following are our main results.

**Theorem 1.1.** There is a polynomial-time algorithm $A_{\text{mal}}$ for learning linear separators with respect to the uniform distribution over the unit ball in $\mathbb{R}^d$ in the presence of malicious noise such that an $\Omega(\epsilon)$ upper bound on $\eta$ suffices to imply that for any $\epsilon, \delta > 0$, the output $w$ of $A_{\text{mal}}$ satisfies $\Pr_{(x,y) \sim D}[\text{sign}(w \cdot x) \neq \text{sign}(w^* \cdot x)] \leq \epsilon$ with probability at least $1 - \delta$.

**Theorem 1.2.** There is a polynomial-time algorithm $A_{\text{ad}}$ for learning linear separators with respect to the uniform distribution over the unit ball in $\mathbb{R}^d$ in the presence of adversarial label noise such that an $\Omega(\epsilon)$ upper bound on $\eta$ suffices to imply that for any $\epsilon, \delta > 0$, the output $w$ of $A_{\text{ad}}$ satisfies $\Pr_{(x,y) \sim D}[\text{sign}(w \cdot x) \neq \text{sign}(w^* \cdot x)] \leq \epsilon$ with probability at least $1 - \delta$.

As a restatement of the above theorem, in the agnostic setting considered in [31], we can output a halfspace of error at most $O(\eta + \alpha)$ in time $\text{poly}(d, 1/\alpha)$. Kalai et al. achieved error $\eta + \alpha$ by learning a low degree polynomial in time whose dependence on the inverse accuracy is super-exponential. On the other hand, this result of [31] applies when the target halfspace does not necessarily go through the origin.

**Theorem 1.3.** There is a polynomial-time algorithm $A_{\text{ilcm}}$ for learning linear separators with respect to any isotropic log-concave distribution in $\mathbb{R}^d$ in the presence of malicious noise such that an $\Omega\left(\frac{\epsilon}{\sqrt{\log^2(1/\epsilon)}}\right)$ upper bound on $\eta$ suffices to imply that for any $\epsilon, \delta > 0$, the output $w$ of $A_{\text{ilcm}}$ satisfies $\Pr_{(x,y) \sim D}[\text{sign}(w \cdot x) \neq \text{sign}(w^* \cdot x)] \leq \epsilon$ with probability at least $1 - \delta$.

**Theorem 1.4.** There is a polynomial-time algorithm $A_{\text{ilcl}}$ for learning linear separators with respect to isotropic log-concave distribution in $\mathbb{R}^d$ in the presence of adversarial label noise such that an $\Omega\left(\epsilon/\sqrt{\log(1/\epsilon)}\right)$ upper bound on $\eta$ suffices to imply that for any $\epsilon, \delta > 0$, the output $w$ of $A_{\text{ilcl}}$ satisfies $\Pr_{(x,y) \sim D}[\text{sign}(w \cdot x) \neq \text{sign}(w^* \cdot x)] \leq \epsilon$ with probability at least $1 - \delta$.

We note that all our algorithms are proper in that they return a linear separator. (Linear models can be evaluated efficiently, and are otherwise easy to work with.) We summarize our results, and the most closely related previous work, in Tables 1 and 2.

### 1.2 Techniques

**Hinge Loss Minimization.** As minimizing the 0-1 loss in the presence of noise is NP-hard [30, 25], a natural approach is to minimize a surrogate convex loss that acts as a proxy for the 0-1 loss.

A common choice in machine learning is to use the hinge loss: $\max(0, 1 - y(w \cdot x))$. In this paper, we use the slightly more general $\ell_{\epsilon}(w, x, y) = \max\left(0, 1 - \frac{w(x)}{\epsilon}\right)$ and, for a set $T$ of examples, we let $\ell_{\epsilon}(w, T) = \frac{1}{|T|} \sum_{(x,y) \in T} \ell_{\epsilon}(w, x, y)$. Here $\tau$ is a parameter that changes during training. It can be shown that minimizing hinge loss with an appropriate normalization factor can tolerate a noise rate of $\Omega(\epsilon^2/\sqrt{d})$ under the uniform distribution over the unit ball in $\mathbb{R}^d$. This is also the limit for such a strategy since a more powerful malicious adversary with can concentrate all the noise directly opposite to the target vector $w^*$ and make sure that the hinge-loss is no longer a faithful proxy for the 0-1 loss.

**Localization in the instance and concept space.** Our first key insight is that by using an iterative localization technique, we can limit the harm caused by an adversary at each stage and hence can still do hinge-loss minimization despite significantly more noise. In particular, the iterative style algorithm we propose proceeds in stages and at stage $k$, we have a hypothesis vector $w_k$ of a certain error rate. The goal in stage $k$ is to produce a new vector $w_{k+1}$ of error rate half of $w_k$. In order to halve the error rate, we focus on a band of size $b_k = \Theta\left(\frac{\epsilon}{\sqrt{\log(1/\epsilon)}}\right)$ around the boundary of the linear classifier whose normal vector is $w_k$, i.e. $S_{w_k, b_k} = \{x : |w_k \cdot x| < b_k\}$. For the rest of the paper, we will repeatedly refer to this key region of borderline examples as “the band”. The key observation made in [4] is that outside the band, all the classifiers still under consideration (namely those hypotheses within radius $r_k$ of the previous weight vector $w_k$) will have very small error. Furthermore, the probability mass of this band under the original distribution is small enough, so that in order to make the desired progress we only need to find a hypothesis of constant error rate over the data distribution conditioned on being within margin $b_k$ of $w_k$. This idea was used in [4] to obtain active learning algorithms with improved label complexity exploiting computational complexity considerations

In this work, we build on this idea to produce polynomial time algorithms with improved noise tolerance. To obtain our results, we exploit several new ideas: (1) the performance of the rescaled

---

**Table 1:** Comparison with previous $\text{poly}(d, 1/\epsilon)$-time alg. for uniform distribution

<table>
<thead>
<tr>
<th>Passive Learning</th>
<th>Prior work</th>
<th>Our work</th>
</tr>
</thead>
<tbody>
<tr>
<td>malicious</td>
<td>$\Omega(\epsilon)$ [31]</td>
<td>$\eta = \Omega(\epsilon)$</td>
</tr>
<tr>
<td>adversarial</td>
<td>$\Omega(\epsilon)$ [31]</td>
<td>$\eta = \Omega(\epsilon)$</td>
</tr>
</tbody>
</table>

**Table 2:** Comparison with previous $\text{poly}(d, 1/\epsilon)$-time algorithms isotropic log-concave distributions

<table>
<thead>
<tr>
<th>Passive Learning</th>
<th>Prior work</th>
<th>Our work</th>
</tr>
</thead>
<tbody>
<tr>
<td>malicious</td>
<td>$\Omega(\epsilon)\sqrt{\log(1/\epsilon)}$ [35]</td>
<td>$\eta = \Omega(1/\epsilon)$</td>
</tr>
<tr>
<td>adversarial</td>
<td>$\Omega(\epsilon)\sqrt{\log(1/\epsilon)}$ [35]</td>
<td>$\eta = \Omega(1/\epsilon)$</td>
</tr>
</tbody>
</table>

---

\[\text{We note that the localization considered by [4] is a more aggressive one than those considered in disagreement based active learning literature [3, 28, 36, 29, 43] and earlier in passive learning [9, 15, 44].}\]
hinge loss minimization in smaller and smaller bands, (2) a analysis of properties of the distribution obtained after conditioning on the band that enables us to more sensitively identify cases in which the adversary concentrates the effects of noisy examples, (3) another type of localization — a novel soft outlier removal procedure.

We first show that if we minimize a variant of the hinge loss that is rescaled depending on the width of the band, it remains a faithful enough proxy for the 0-1 error even when there is significantly more noise. As a first step towards this goal, consider the setting where we pick $\tau_k$ proportionally to $b_k$, the size of the band, and $r_k$ is proportional to the error rate of $w_k$, and then minimize a normalized hinge loss function $\ell_{\tau_k}(w, x, y) = \max(0, 1 - \frac{w \cdot x}{r_k})$ over vectors $w \in B(w_k, r_k)$. We first show that $w^*$ has small hinge loss within the band. Furthermore, within the band the adversarial examples cannot hurt the hinge loss of $w^*$ by a lot. To see this notice that if the malicious noise rate is $\eta$, within $S_{w_{k-1}, b_k}$ the effective noise rate is $\Theta(\eta^2 k)$. Also the maximum value of the hinge loss for vectors $w \in B(w_k, 2^{-k})$ is $O(\sqrt{d})$. Hence the maximum amount by which the adversary can affect the hinge loss is $O(\eta^2 k \sqrt{d})$. Using this approach we get a noise tolerance of $\Omega(\epsilon/\sqrt{d})$.

In order to get better tolerance in the adversarial, or agnostic, setting, we note that examples $x$ for which $|w \cdot x|$ is large for $w$ close to $w_{k-1}$ are the most harmful, and, by analyzing the variance of $w \cdot x$ for such directions $w$, we can more effectively limit the amount by which an adversary can “hurt” the hinge loss. This then leads to an improved noise tolerance of $\Omega(\epsilon)$.

For the case of malicious noise, in addition we need to deal with the presence of outliers, i.e. points not generated from the uniform distribution. We do this by introducing a soft localized outlier removal procedure at each stage (described next). This procedure assigns a weight to each data point indicating the algorithm’s confidence that the point is not “noisy.” We then minimize the weighted hinge loss. Combining this with the variance analysis mentioned above leads to a noise of tolerance of $\Omega(\epsilon)$ in the malicious case.

**Soft Localized Outlier Removal.** Outlier removal techniques have been studied before in the context of learning problems [13, 35]. In [35], the goal of outlier removal was to limit the ability of the adversary to coordinate the effects of noisy examples – excessive such coordination was detected and removed. Our outlier removal procedure (see Figure 2) is similar in spirit to that of [35] with two key differences. First, as in [35], we will use the variance of the examples in a particular direction to measure their coordination. However, due to the fact that in round $k$, we are minimizing the hinge loss only with respect to vectors that are close to $w_{k-1}$, we only need to limit the variance in these directions. As training proceeds, the band is increasingly shaped like a pancake, with $w_{k-1}$ pointing in its flattest direction. Hypotheses that are close to $w_{k-1}$ also point in flat directions; the variance in those directions is $\Theta(b_k^2)$ which is much smaller than the $\approx 1/d$ found in a generic direction. This allows us to limit the harm of the adversary to a greater extent than was possible in the analysis of [35]. The second difference is that, unlike previous outlier removal techniques, rather than making discrete remove-or-not decisions, we instead weigh the examples and then minimize the weighted hinge loss. Each weight indicates the algorithm’s confidence that an example is not noisy. We show that these weights can be computed by solving a linear program with infinitely many constraints. We then show how to design an efficient separation oracle for the linear program using recent general-purpose techniques from the optimization community [40, 12].

In Section 4 we show that our results hold for a more general class of distributions which we call *admissible* distributions. From Section 4 it also follows that our results can be extended to $\beta$-nearly log-concave distributions (for small enough $\beta$). Such distributions, for instance, can capture mixtures of log-concave distributions [8].

**2. PRELIMINARIES**

Recall that $\ell_\epsilon(w, x, y) = \max(0, 1 - \frac{w \cdot x}{\epsilon})$ and $\ell_\epsilon(w, T) = \frac{1}{n} \sum_{(x, y) \in T} \ell_{\epsilon}(w, x, y)$. Similarly, the expected hinge loss w.r.t. $D$ is defined as $L_{\epsilon}(w, D) = E_{x \sim D}(\ell_{\epsilon}(w, x, \text{sign}(w^* \cdot x)))$. Our analysis will also consider the distribution $D_{w, \gamma}$ obtained by conditioning $D$ on membership in the band, i.e. the set $\{x : ||x||_2 \leq \gamma\}$.

We present our algorithms in the active learning model. Since we will prove that our active algorithm only uses a polynomial number of unlabeled samples, this will imply a guarantee for passive learning setting. A formal description appears in Figure 1, and a formal description of the outlier removal procedure appears in Figure 2. We will present specific choices of the parameters of the algorithms in the following sections. The description of the algorithm and its analysis is simplified if we assume that it starts with a preliminary weight vector $w_0$ whose angle with the target $w^*$ is acute, i.e. that satisfies $\theta(w_0, w^*) < \pi/2$. This is without loss of generality for the types of problems we consider (see the full version [2]). We will also need the following useful properties of the uniform distribution.

1. [10, 4, 31] For any $c_3 > 0$, there is a $c_2 > 0$ such that, for $x$ drawn from the uniform distribution over $S_{d-1}$ and any unit length $u \in \mathbb{R}^d$, for all $a, b \in [-c_1/\sqrt{d}, c_1/\sqrt{d}]$ for which $a \leq b$, we have
   
   $$ c_2|b - a|\sqrt{d} \leq \Pr(u \cdot x \in [a, b]) \leq |b - a|\sqrt{d}. $$  
   
2. [8] For any $c_3 > 0$, there is a $c_4 > 0$ such that, for all $d \geq 4$, the following holds. Let $u$ and $v$ be two unit vectors in $\mathbb{R}^d$, and assume that $\theta(u, v) = \alpha \leq \pi/2$. Then
   
   $$ \Pr_{x \sim D}(\text{sign}(u \cdot x) \neq \text{sign}(v \cdot x) \text{ and } |u \cdot x| \geq c_4 \frac{\alpha}{\sqrt{d}}) \leq c_3\alpha. $$  

**3. THE UNIFORM DISTRIBUTION WITH MALICIOUS NOISE**

Let $S_{d-1}$ denote the unit ball in $\mathbb{R}^d$. In this section we focus on the case where the distribution $D$ is the uniform distribution over $S_{d-1}$ and present our results for malicious noise. Theorem 1.1 is a corollary of Theorem 3.1, which follows.

**Theorem 3.1.** Let $w^*$ be the (unit length) target weight vector. There are absolute positive constants $c_1, \ldots, c_5$ and a polynomial $p$ such that an $\Omega(\epsilon)$ upper bound on $\eta$ suffices to imply that for any $\epsilon, \delta > 0$, using the algorithm from Figure 1 with cut-off values $b_k = c_2^{-k}1^{-1/2}$, radii $\tau_k = c_2^{-k/2}$, $\kappa = c_3$, $\tau_k = c_4^{-k}d^{-1/2}$ for $k \geq 1$, $\xi_k = c_5$, $\sigma_k^2 = 2\left(\frac{5}{4x^2} + b_k^2\right)$, a number $r_k = p(d, 2^k, \log(1/\delta))$ of unlabeled examples in round $k$ and a number $m_k = O(d(d + \log(k/\delta)))$ of labeled examples in round $k$, after $s = \lceil\log_2(1/\epsilon)\rceil$ iterations, we find $w_0$ satisfying $\Pr_{x \sim D}(\text{sign}(w_0 \cdot x) \neq \text{sign}(w^* \cdot x)) \leq \epsilon$ with probability $\geq 1 - \delta$.

**3.1 Proof Sketch of Theorem 3.1**

We may assume without loss of generality that all examples, including noisy examples, fall in $S_{d-1}$. This is because any example
Figure 1: Computationally Efficient Algorithm Tolerating Malicious Noise

Input: allowed error rate $\epsilon$, probability of failure $\delta$, an oracle that returns $x$, for $(x, y)$ sampled from EX$_\eta(f, D)$, and an oracle for getting the label $y$ from an example; a sequence of unlabeled sample sizes $n_k > 0$, $k \in \mathbb{Z}^+$; a sequence of labeled sample sizes $m_k > 0$; a sequence of cut-off values $b_k > 0$; a sequence of hypothesis space radii $r_k > 0$; a sequence of removal rates $\xi_k$; a sequence of variance bounds $\sigma_k^2$; precision value $\kappa$; weight vector $w_0$.

1. Draw $n_1$ examples and put them into a working set $W$.
2. For $k = 1, \ldots, \lfloor \log_2(1/\epsilon) \rfloor$
   (a) Apply the algorithm from Figure 2 to $W$ with parameters $u \leftarrow w_{k-1}$, $r \leftarrow b_{k-1}$, $r \leftarrow r_k$, $\xi \leftarrow \xi_k$, $\sigma^2 \leftarrow \sigma_k^2$ and let $q$ be the output function $q : W \rightarrow [0, 1]$. Normalize $q$ to form a probability distribution $p$ over $W$.
   (b) Choose $m_k$ examples from $W$ according to $p$ and reveal their labels. Call this set $T$.
   (c) Find $v_k \in B(w_{k-1}, r_k)$ to approximately minimize training hinge loss over $T$ s.t. $\|v_k\| \leq 1$:
   $\ell_k(v_k, T) = \min_{w \in B(w_{k-1}, r_k) \cap B(0, 1)} \ell_k(w, T) + \kappa/8$
   Normalize $v_k$ to have unit length, yielding $w_k = \frac{v_k}{\|v_k\|}$.
   (d) Clear the working set $W$.
   (e) Until $n_{k+1}$ additional data points are put in $W$, given $x$ for $(x, f(x))$ obtained from EX$_\eta(f, D)$, if $|w_k \cdot x| > b_k$, then reject $x$ else put into $W$.

Output: weight vector $w_k$ of error at most $\epsilon$ with probability $1 - \delta$.

Figure 2: Localized Outlier Removal Procedure

Input: a set $S = \{(x_1, x_2, \ldots, x_n)\}$ of samples; the reference unit vector $u$; desired radius $r$; a parameter $\xi$ specifying the desired bound on the fraction of clean examples removed; a variance bound $\sigma^2$

1. Find $q : S \rightarrow [0, 1]$ satisfying the following constraints:
   (a) for all $x \in S$, $0 \leq q(x) \leq 1$
   (b) $\frac{1}{|S|} \sum_{(x, y) \in S} q(x) \geq 1 - \xi$
   (c) for all $w \in B(u, r) \cap B(0, 1)$, $\frac{1}{|S|} \sum_{x \in S} q(x)(w \cdot x)^2 \leq \sigma^2$

Output: A function $q : S \rightarrow [0, 1]$.

that falls outside $S_{d-1}$ can be easily identified by the algorithm as noisy and removed, effectively lowering the noise rate.

Using techniques from [4], we may reduce our problem to a subproblem concerning learning with respect to a distribution obtained by conditioning on membership in the band. In particular, we adapt the argument of [4] to show that, for a sufficiently small absolute constant $\kappa$, in order prove Theorem 3.1, all we need is Theorem 3.2 stated below, together with the required bounds on computational, sample and label complexity.

**Theorem 3.2.** After round $k$ of the algorithm in Figure 1, with probability at least $1 - \frac{\delta}{k + \kappa}$, we have $\epsilon_{T, D_{w_{k-1}}, b_{k-1}}(w_{k-1}) \leq \kappa$.

We will first show how Theorem 3.2 is sufficient to prove the main result.

**Margin based analysis (Proof of Theorem 3.1):**

**Proof Sketch:** We will prove by induction on $k$ that after $k \leq s$ iterations, we have $\epsilon_{T, D_{w_k}} \leq 2^{-(k+1)}$ with probability $1 - \delta(1 - 1/(k + 1))/2$. See Appendix A.1 for the specific values of the constants in the statement of the theorem.

When $k = 0$, all that is required is $\epsilon_{T, D_{w_0}} \leq 1/2$.

Assume now the claim is true for $k - 1$ ($k \geq 1$). Then by induction hypothesis, we know that with probability at least $1 - \delta(1 - 1/(k + 1))/2$, $w_{k-1}$ has error at most $2^{-k}$. This implies $\theta(w_{k-1}, w^*) \leq \tau 2^{-k}$.

Let us define $S_{w_k, b_k} = \{x : |w_k \cdot x| \leq b_k\}$ and $\bar{S}_{w_k, b_k} = \{x : |w_k \cdot x| > b_k\}$. Since $w_{k-1}$ has unit length, and $v_k \in B(w_{k-1}, r_k)$, we have $\theta(w_{k-1}, v_k) \leq r_k$ which in turn implies $\theta(w_{k-1}, w_k) \leq r_k$.

Applying Equation 2 to bound the error rate outside the band, we have both:

$\Pr_{x} \left( (w_{k-1} \cdot x)(w_k \cdot x) < 0, x \in \bar{S}_{w_{k-1}, b_{k-1}} \right) \leq 2^{-(k+3)}$

$\Pr_{x} \left( (w_{k-1} \cdot x)(w^* \cdot x) < 0, x \in \bar{S}_{w_{k-1}, b_{k-1}} \right) \leq 2^{-(k+3)}$.

Taking the sum, we obtain

$\Pr_{x} \left( \left( (w_k \cdot x)(w^* \cdot x) < 0, x \notin S_{w_{k-1}, b_{k-1}} \right) \right) \leq 2^{-(k+2)}$.

Therefore, we have

$\epsilon_{T, D_{w_{k-1}}, b_{k-1}}(w_k) \leq 2b_{k-1} \sqrt{d} + 2^{-(k+2)}$.

Equation 1 gives $\Pr(S_{w_{k-1}, b_{k-1}}) \leq 2b_{k-1} \sqrt{d} + 2^{-(k+2)}$, which implies

$\epsilon_{T, D_{w_{k-1}}, b_{k-1}}(w_k) \leq 2^{-(k+1)} \left( \epsilon_{T, D_{w_{k-1}, b_{k-1}}}(w_k) \right) 4\epsilon 4 + 1/2$.

Recall that $D_{w_{k-1}, b_{k-1}}$ is the distribution obtained by conditioning $D$ on the event that $x \in S_{w_{k-1}, b_{k-1}}$. By Theorem 3.2, with probability $1 - \frac{\delta}{k + \kappa}$, $w_k$ has error at most $\kappa = \frac{1}{2^k}$ within $S_{w_{k-1}, b_{k-1}}$, implying that $\epsilon_{T, D_{w_k}} \leq 2^{-(k+1)}$, completing the proof of the induction, and therefore showing, with probability at least $1 - \delta$, $O(\log(1/\epsilon))$ iterations suffice to achieve $\epsilon_{T, D_{w_k}} \leq \epsilon$.

A polynomial number of unlabeled samples are required by the algorithm and the number of labeled examples required by the algorithm is $\sum_{k} m_k = O(d(d + \log \log(1/\epsilon) + \log(1/\delta)) \log(1/\epsilon))$. □
The error within a band in each iteration
In the rest of this section we will sketch the proof of Theorem 3.2 in a series of steps summarized in the lemmas below. First, we bound the expected hinge loss of the target $w^*$ within the band $S_{w_{k-1}, b_{k-1}}$. Since we are analyzing a particular round $k$, to reduce clutter in the formulas, for the rest of this section, let us refer to $\ell_{rk}$ simply as $\ell$ and $L_{rk}(\cdot, D_{w_{k-1}, b_{k-1}})$ as $L(\cdot)$.

**Lemma 3.3.** $L(w^*) \leq \kappa/12$.

**Proof Sketch:** Notice that $\ell(w^* \cdot x)$ is never negative, so, on any clean example $(x, y)$, we have $\ell(w^* \cdot x, y) = \max \{0, 1 - \frac{y w^* \cdot x}{\kappa}\} \leq 1$, and, furthermore, $w^*$ will pay a non-zero hinge only inside the region where $|w^* \cdot x| < \tau_k$. Hence,

$$L(w^*) \leq \Pr_{D_{w_{k-1}, b_{k-1}}}(|w^* \cdot x| \leq \tau_k) = \Pr_{D_{w_{k-1}, b_{k-1}}}(|w^* \cdot x| \leq \tau_k) \cdot \Pr_{D_{w_{k-1}, b_{k-1}}}(|w_{k-1} \cdot x| \leq b_{k-1}).$$

Using Eq. 1 we can lower bound the denominator $\Pr_{D_{w_{k-1}, b_{k-1}}}(|w_{k-1} \cdot x| \leq b_{k-1}) \geq c_1 b_{k-1}^2 \sqrt{d}$ for a constant $c_1$. Also the numerator is at most $\Pr_{D_{w_{k-1}, b_{k-1}}}(|w^* \cdot x| \leq \tau_k) \leq c_2 \tau_k \sqrt{d}$, for another constant $c_2$. Hence, we have

$$L(w^*) \leq \frac{c_2 \sqrt{d} \tau_k}{c_1 b_{k-1}} = \frac{c_2 \sqrt{d} \tau_k}{c_1 \sqrt{d} c_2^{-1} \sqrt{d}} \leq \kappa/12,$$

if we choose $c_4$ small enough. \qed

During round $k$ we can decompose the working set $W$ into the set of "clean" examples $W_C$ which are drawn from $D_{w_{k-1}, b_{k-1}}$ and the set of "dirty" or malicious examples $W_D$ which are output by the adversary. We will ultimately relate the hinge loss of vectors over the weighted set by the adversary. We will ultimately relate the hinge loss of vectors over the weighted set by the adversary.

**Theorem 3.4.** There is a constant $c$ and a polynomial p such that, if $n \geq p(1/\eta^2, d, 1/\xi, 1/\delta, 1/\gamma, 1/r)$ examples are drawn from the distribution $D_{w, \gamma}$ (each replaced with an arbitrary unit-length vector with probability $\eta^2 < 1/4$), then by using the algorithm in Figure 2 with $\sigma^2 = c(\frac{1}{\eta^2} + \frac{1}{\sqrt{b_{k-1}}})$, we have that with probability $1 - \delta$, the output $q$ satisfies the following:

(a) $\sum_{(x, y) \in T} q(x) \geq (1 - \eta)[|S|$ and (b) for all unit length $w$ such that $\|w - u\|_2 \leq r$, $\frac{1}{\eta^2} \sum_{(x, y) \in T} q(x)(w \cdot x)^2 \leq \sigma^2$. Furthermore, the algorithm can be implemented in polynomial time.

The key points in proving this theorem are the following. We will show that the vector $q^*$ which assigns a weight 1 to examples in $W_C$ and weight 0 to examples in $W_D$ is a feasible solution to the linear program in Figure 2. In order to do this, we first show that the fraction of dirty examples in round $k$ is not too large, i.e., w.h.p., we have $|W_D| = O(\eta^2 |S|)$. Next, we show that, for all $w$ with distance $r$ of $u$, that $E[(w \cdot x)^2]$ is at most $\frac{1}{\eta^2} + \gamma^2$. The proof of feasibility follows easily by combining the variance bound with standard VC tools. In the appendix we also show how to solve the linear program in polynomial time. The complete proof of Theorem 3.4 is in Appendix A.

As explained in the introduction, the soft outlier removal procedure enables us to get a more refined bound on the extent to which the value $\ell(w, p)$ minimized by the algorithm is a faithful proxy for the value $\ell(w, W_C)$ that it would minimize in the absence of noise. This is formalized in the following lemma. (Here $\ell(w, p)$ and $\ell(w, W_C)$ are defined with respect to the unrevealed labels that the adversary has committed to.)

**Lemma 3.5.** There are absolute constants $C_1$, $C_2$ and $C_3$ such that, for large enough $d$, with probability $1 - \frac{\kappa^2}{2\delta}$, if we define

$$z_k = \sqrt{\frac{\eta^2}{\kappa^2}} + b_{k-1},$$

then for any $w \in B(w_{k-1}, r_k)$, we have

$$\ell(w, W_C) \leq \ell(w, p) + \frac{C_2}{\kappa} \left(1 + \frac{z_k}{\kappa}\right) + \kappa/32 \text{ and } \ell(w, p) \leq 2\ell(w, W_C) + \kappa/32 + \frac{C_2}{\kappa} + C_3 \sqrt{\frac{\eta^2}{\kappa^2}} + \frac{\kappa}{32}.$$

A detailed proof of Lemma 3.5 is given in Appendix A. Here were give a few ideas. The loss $\ell(w, x, y)$ on a particular example can be upper bounded by $1 + \frac{z_k}{\kappa}$. One source of difference between $\ell(w, W_C)$, the loss on the clean examples, and $\ell(w, p)$, the loss minimized by the algorithm, is the loss on the (total fractional) dirty examples that were not deleted by the soft outlier removal. By using the Cauchy-Schwartz inequality, the (weighted) sum of $1 + \frac{z_k}{\kappa}$ over those surviving noisy examples can be bounded in terms of the variance in the direction $w$, and the (total fractional) number of surviving dirty examples. Our soft outlier detection allows us to bound the variance of the surviving noisy examples in terms of $\Theta(z_k^2)$. Another way that $\ell(w, W_C)$ can be different from $\ell(w, p)$ is effect of deleting clean examples. We can similarly use the variance on the clean examples to bound this in terms of $z_k$.

Given Lemma 3.3, Theorem 3.4, and Lemma 3.5, the proof of Theorem 3.2 can be summarized as follows. Let

$$E = \text{err}_{D_{w_{k-1}, b_{k-1}}}(w_k) = \text{err}_{D_{w_{k-1}, b_{k-1}}}(v_k)$$

be the probability that we want to bound. Applying VC theory, w.h.p., all sampling estimates of expected loss are accurate to within $\kappa/32$, so we may assume w.l.o.g. that this is the case. Since, for each error, the hinge loss is at least 1, we have $E \leq L(v_k)$. Applying Lemma 3.5 and VC theory, we get,

$$E \leq \ell(v_k, T) + \frac{C_1}{\kappa} \left(1 + \frac{z_k}{\kappa}\right) + \kappa/8.$$

The fact that $v_k$ approximately minimizes the hinge loss, together with VC theory, gives $E \leq \ell(w^* \cdot p) + \frac{C_2}{\kappa} \left(1 + \frac{z_k}{\kappa}\right) + \kappa/3$. Once again applying Lemma 3.5 and VC theory yields $E \leq 2\ell(w^*) + \frac{C_2}{\kappa} \left(1 + \frac{z_k}{\kappa}\right) + \frac{C_2}{\kappa} + C_3 \sqrt{\frac{\eta^2}{\kappa^2}} + \frac{\kappa}{32}$. Since $L(w^*) \leq \kappa/12$, we get $E \leq \kappa/6 + \frac{C_2}{\kappa} \left(1 + \frac{z_k}{\kappa}\right) + \frac{C_2}{\kappa} + C_3 \sqrt{\frac{\eta^2}{\kappa^2}} + \frac{\kappa}{32}$. Now notice that $z_k/\kappa = \Theta(1)$. Hence an $\Omega(2)$ bound on $\eta$ suffices to imply, w.h.p., that $\text{err}_{D_{w_{k-1}, b_{k-1}}}(w_k) \leq \kappa$.

4. ADMISSIBLE DISTRIBUTIONS WITH MALICIOUS NOISE

One of our main results (Theorem 1.3) concerns isotropic log concave distributions. (A probability distribution is isotropic log-concave if its density can be written as $\exp(-\psi(x))$ for a convex function $\psi$, its mean is 0, and its covariance matrix is $I_d$.)

In this section, we extend our analysis from the previous section and show that it works for isotropic log concave distributions, and in fact an even more general class of distributions which we call admissible distributions. In particular this includes the class of isotropic log-concave distributions in $R^d$ and the uniform distributions over the unit ball in $R^d$.

**Definition 4.1.** A sequence $D_1, D_2, \ldots$ of probability distributions over $R^d, R^2, \ldots$ respectively is $\lambda$-admissible if it satisfies
the following conditions. (1) There are \(c_1, c_2, c_3 > 0\) such that, for all \(d \geq 4\), for \(x\) drawn from \(D_{\alpha}\) and any unit length \(w \in \mathbb{R}^d\), (a) for all \(a, b \in [-c_1, c_1]\) for which \(a \leq b\), we have \(P^{x}(u \cdot x \in [a, b]) \geq c_2(b - a)\) and for all \(a, b \in \mathbb{R}\) for which \(a \leq b\), \(P^{x}(u \cdot x \in [a, b]) \leq c_3|b - a|\). (2) For any \(c_4 > 0\), there is a \(c_5 > 0\) such that, for all \(d \geq 4\), the following holds. Let \(u\) and \(v\) be two unit vectors in \(\mathbb{R}^d\), and assume that \(\theta(u, v) = \alpha \leq \pi/2\). Then \(\Pr_{x \sim D_{\alpha}}(\text{sign}(u \cdot x) \neq \text{sign}(v \cdot x)\text{ and }|v \cdot x| \geq c_5\alpha) \leq c_4\alpha\).

(3) There is an absolute constant \(c_6\) such that, for any \(d \geq 4\), for any two unit vectors \(u\) and \(v\) in \(\mathbb{R}^d\) we have \(c_6\theta(u, v) \leq \Pr_{x \sim D_{\alpha}}(\text{sign}(u \cdot x) \neq \text{sign}(v \cdot x))\). (4) There is a constant \(c_7\) such that, for all constant \(\gamma\), for all \(d \geq 4\), for any \(\alpha < \gamma\), we have \(E_{x \sim D_{\alpha}}\left((a \cdot x)^2\right) \leq c_8 \log^4(1 + 1/\gamma)(\gamma^2 + \gamma^2)\).

(5) There is a constant \(c_9\) such that, for all \(\alpha > \sqrt{d}\), we have \(\Pr_{x \sim D}(||x|| > \alpha) \leq c_9\exp(-\alpha/\sqrt{d})\).

The theorem in the case of admissible distributions is the following. This is proved in the full version [2].

**Theorem 4.2.** Let a distribution \(D\) over \(\mathbb{R}^d\) be chosen from a \(\lambda\)-admissible sequence of distributions. Let \(w^*\) be the (unit length) target weight vector. There are settings of the parameters of the algorithm \(A\) from Figure 1, such that an \(\Omega\left(\frac{\log^{3/2}(d)}{\sqrt{\epsilon}}\right)\) upper bound on the rate \(\gamma\) of malicious noise suffices to imply that for any \(\epsilon, \delta > 0\), a number \(m_\epsilon = \text{poly}(d^4, \log(1/\delta))\) of unlabeled examples in round \(k\) and a number \(m_k = 0\left(d + \log(k/\delta)\right)\) of labeled examples in round \(k \geq 1\), and \(w_0\) such that \(\theta(w_0, w^*) < \pi/2\), after \(s = O\left(\log(1/\epsilon)\right)\) iterations, finds \(w_s\) satisfying \(\text{err}(w_s) \leq \epsilon\) with probability \(\geq 1 - \delta\).

If the support of \(D\) is bounded in a ball of radius \(R(d)\), then, we have that \(m_k = O\left(R(d)^3(d^2 + \log(k/\delta))\right)\) labeled requests suffice.

The above theorem contains Theorem 1.3 as a special case. This is because of the fact that any isotropic log-concave distribution is \(2\)-admissible (see the full version [2] for a proof).

5. **ADVERSARIAL LABEL NOISE**

The intuition in the case of adversarial label noise is the same as for malicious noise, except that, because the adversary cannot change the marginal distribution over the instances, it is not necessary to perform outlier removal. Bounds for learning with adversarial label noise are not corollaries of bounds for learning with malicious noise, however, because, while the marginal distribution over the instances for all the examples, clean and noisy, is not affected by the adversary, the marginal distribution over the clean examples is changed (because the examples whose classifications are changed are removed from the distribution over clean examples).

Theorem 1.2 and Theorem 1.4, which concern adversarial label noise, can be proved by combining the analysis for Theorem 4.2 with the fact that (a rescaling of) the uniform distribution and i.i.d. distributions are \(0\)-admissible and \(2\)-admissible respectively (see the full version [2]).

6. **DISCUSSION**

Recall that localization is the progressive refinement of the range of possibilities explored by an algorithm as learning proceeds. Localization in the concept space is traditionally used in statistical learning theory both in supervised and active learning for getting sharper rates [15, 16, 36]. Furthermore, the idea of localization in the instance space has been used in margin-based analysis of active learning [4, 8]. In this work we used localization in both senses in order to get polynomial-time algorithms with better noise tolerance. It would be interesting to further exploit this idea for other (possibly non-geometric) concept spaces. Another concrete open question is to improve the logarithmic dependence on \(\epsilon\) in the noise tolerance for log-concave distributions.

7. **REFERENCES**


APPENDIX

A. PROOFS FROM SECTION 3

A.1 Parameter choices

For easy reference throughout the proof, we first collect specifications of how parameters of the algorithm of Figure 1 are set. Let $c_4$ be the value of $c_4$ that ensures that Equation 2 holds when $c_3 = \frac{1}{2\eta}$, and let $b_k = \frac{\sigma^2}{d^4} 2^{-k}$. Let $r_k = \pi 2^{-k}$. Let $c_2$ be the value of $c_2$ that ensures that Equation 1 holds when $c_1 = c_4$, and let $\kappa = \frac{1}{\tilde{\kappa} c_2}$, $\tau_k = \kappa^2 b_{k-1}$, $\xi_k = \min\left(\frac{\kappa}{128}, \frac{\kappa^2 \sigma^2}{2^{1+k} c_2}\right)$. Finally, let $\sigma_k^2 = 2\left(\frac{r_k^2}{d-1} + b_k^2\right)$.

A.2 The outlier removal subroutine

Before taking on the subproblem of analyzing the error within the band, we need to prove the following theorem (which is the same as Theorem 3.4 in the main body) about the outlier removal subroutine of Figure 2.

**Theorem A.1.** There is a polynomial $p$ such that, if $n \geq p(1/\eta', d, 1/\xi, 1/\delta, 1/\gamma, 1/\tau)$ examples are drawn from the distribution $D_{x_0}$ (each replaced with an arbitrary unit-length vector with probability $\eta' < 1/4$, for $\eta' \leq \xi/2$, then, with probability $1 - \delta$, the output $q$ of the algorithm in Figure 2 (with $\sigma^2 = 2(r^2/(d-1) + \gamma^2)$) satisfies the following:

- $\sum_{x \in S} q(x) \geq (1 - \xi) |S|$ (a fraction $1 - \xi$ of the weight is retained)
- For all unit length $w$ such that $\|w - u\|_2 \leq r$, $\frac{1}{|S|} \sum_{x \in S} q(x)(w \cdot x)^2 \leq 2\left(\frac{r^2}{d-1} + \gamma^2\right).$ (3)

Furthermore, the algorithm can be implemented in polynomial time.

Our proof of Theorem A.1 proceeds through a series of lemmas. We may assume without loss of generality that $x_1, ..., x_n$ are distinct.

Obviously, a feasible $q$ satisfies the requirements of the lemma. So all we need to show is

- there is a feasible solution $q$, and
- we can simulate a separation oracle: given a provisional infeasible solution $\tilde{q}$, we can find a linear constraint violated by $\tilde{q}$ in polynomial time.

We will start by working on proving that there is a feasible $q$. First of all, a Chernoff bound implies that $n \geq \text{poly}(1/\eta', 1/\delta)$ suffices for it to be the case that, with probability $1 - \delta$, at most $2\eta'$ members of $S$ are noisy. Let us assume from now on that this is the case.

We will show that $q^*$ which sets $q^*(x, y) = 0$ for each noisy point, and $q^*(x, y) = 1$ for each non-noisy point, is feasible. First we get a bound on $E[(a \cdot x)^2]$ for all vectors $a$ close to $u$. This is formalized in the following lemma.

**Lemma A.2.** For all $a$ such that $\|a - u\|_2 \leq r$ and $\|a\|_2 \leq 1$ $E_{x \sim u, \gamma}((a \cdot x)^2) \leq r^2/(d-1) + \gamma^2$.
When $x$ in and the set of "dirty" or malicious examples $E$ examples in round $E$ are maximized this over probability $E - U_{n, \gamma}(x' \cdot a)^2$/2. This can be done by finding $w$ suffices for it to be the case that, for all $i$, such that $E - U_{n, \gamma}(x_1 x_i) = 0$ for all $i$ (by symmetry). Putting this together with (6), (5) and (4) completes the proof.

Next, using VC tools one can show that

**Lemma A.3.** If we draw $\ell$ times i.i.d. from $D$ to form $X_C$, with probability $1 - \delta$, we have that for any unit length $a$,

$$
\frac{1}{\ell} \sum_{x \in X_C} (a \cdot x)^2 \leq \mathbb{E}[(a \cdot x)^2] + \sqrt{\frac{O(d \log(\ell/d)) (d + \log(1/\delta))}{\ell}}.
$$

The above two lemmas imply that $n = \text{poly}(d, 1/\eta', 1/\delta, 1/\gamma)$ suffices for it to be the case that, for all $w \in B(u, r)$,

$$
\frac{1}{|S|} \sum_{x \in S} q^*(x) (a \cdot x)^2 \leq 2 \mathbb{E}[(a \cdot x)^2] \leq 2 \left( \frac{r^2}{d-1} + \gamma^2 \right),
$$

so that $q^*$ is feasible.

So what is left is to prove is that a separation oracle for the convex program can be computed in polynomial time. First, it is easy to check whether, for all $x \in S$, $0 \leq q(x) \leq 1$, and whether $\sum_{x \in S} q(x) \geq (1 - \xi)|S|$. An algorithm can first do that. If these pass, then it needs to check whether there is a $w \in B(u, r)$ with $\|w\|_2 \leq 1$ such that

$$
\frac{1}{|S|} \sum_{x \in S} q(x) (w \cdot x)^2 \geq 2 \left( \frac{r^2}{d-1} + \gamma^2 \right).
$$

This can be done by finding $w \in B(u, r)$ with $\|w\|_2 \leq 1$ that maximizes $\sum_{x \in S} q(x) (w \cdot x)^2$, and checking it.

Suppose $X$ is a matrix with a row for each $x \in S$, where the row is $\sqrt{q(x)} x$. Then $\sum_{x \in S} q(x) (w \cdot x)^2 = w^T X^T X w$, and, maximizing this over $w$ is an equivalent problem to minimizing $w^T (-X^T X) w$ subject to $\|w - u\|_2 \leq r$ and $\|w\|_2 \leq 1$. Since $-X^T X$ is symmetric, problems of this form are known to be solvable in polynomial time [40] (see [12]).

**A.3 The error within a band in each iteration**

During round $k$ we can decompose the working set $W$ into the set of "clean" examples $W_C$ which are drawn from $D_{w_{k-1}, b_{k-1}}$ and the set of "dirty" or malicious examples $W_D$ which are chosen by the adversary. We will next show that the fraction of dirty examples in round $k$ is not too large.

**Lemma A.4.** With probability $1 - \frac{\delta}{(k+1)^2}$, $|W_D| \leq \frac{2 \eta n 2^k}{c_2 c_4}$.

**Proof.** From Equation 1 and the setting of our parameters, the probability that an example falls in $S_{w_{k-1}, b_{k-1}}$ is at least $2 \delta c_2 2^{-k}$. Therefore, with probability $1 - \frac{\delta}{(k+1)^2}$, the number of examples we must draw before we encounter $n_D$ examples that fall within $S_{w_{k-1}, b_{k-1}}$ is at most $2 \delta c_2 2^{-k}$. The probability that each unlabeled example we draw is noisy is at most $\eta$. Applying a Chernoff bound, $n_D = \text{poly}(1/\epsilon, 1/\eta, \log(1/\delta))$ suffices to imply that, with probability at least $1 - \frac{\delta}{(k+1)^2}$,

$$
|W_D| \leq \frac{2 \eta n 2^k}{c_2 c_4}
$$

completing the proof.

Note that we may assume without loss of generality that $\eta < \frac{c_2 \xi}{2\xi}$, in which case Equation 7 implies $|W_D| \leq |W|/4$. Let us do that for the rest of the proof.

Recall that the total variation distance between two probability distributions is the maximum difference between the probabilities that they assign to any event. We can think of $q$ as a soft indicator function for whether an example is kept, and so interpret the inequality $\sum_{x \in S} q(x) \geq (1 - \xi)|S|$ as roughly akin to saying that most examples are kept. This means that distribution $p$ obtained by normalizing $q$ is close to the uniform distribution over $W$. We make this precise in the following easily proved lemma (see the full version [2]).

**Lemma A.5.** The total variation distance between $p$ and the uniform distribution over $W$ is at most $\xi$.

Next, we will relate the average hinge loss when examples are weighted according to $p$ i.e., $\ell(w, p)$, to the hinge loss averaged over clean examples $W_C$, i.e., $\ell(w, W_C)$. This is relationship is better than using a uniform bound on the variance since, within the band, projecting the data onto directions close to $w_{k-1}$ will lead to much smaller variance. Specifically, we prove the following lemma (which is the same as Lemma 3.5 in the main body). Here $\ell(w, W_C)$ and $\ell(w, p)$ are defined with respect to the unrevealed labels that the adversary has committed to.

**Lemma A.6.** Define $z_k = \sqrt{\frac{d}{d-1} + \frac{\xi^2}{4}}$. There are absolute constants $C_1$, $C_2$, and $C_3$ such that, for large enough $d$, with probability $1 - \frac{\delta}{(k+1)^2}$, for any $w \in B(w_{k-1}, r_k)$, we have

$$
\ell(w, W_C) \leq \ell(w, p) + \frac{C_1 \eta}{\epsilon} \left( 1 + \frac{2k}{\tau_k} \right) + \kappa/32
$$

and

$$
\ell(w, p) \leq 2 \ell(w, W_C) + \kappa/32 + \frac{C_2 \eta}{\epsilon} + C_3 \sqrt{\frac{d}{\epsilon} \times \frac{2k}{\tau_k}}.
$$

**Proof.** Without loss of generality, assume that each element $(x, y) \in W$ is distinct. Fix an arbitrary $w \in B(w_{k-1}, r_k)$. By the guarantee of Theorem A.1, Lemma A.4, and Lemmas A.2 and A.3, we know that, with probability $1 - \frac{\delta}{(k+1)^2}$

$$
\frac{1}{|W|} \sum_{x \in W} q(x) (w \cdot x)^2 \leq 2 \frac{\gamma^2}{d - 1},
$$

together with (for $C_0 = \frac{2}{c_2 c_4}$)

$$
|W_D| \leq C_0 \eta n 2^k.
$$
and
\[ \frac{1}{|W_C|} \sum_{(x,y) \in W_C} (w \cdot x)^2 \leq 2z_k^2. \] (12)

Assume that (10), (11) and (12) all hold.

Since \( \sum_{x \in W} q(x) \geq (1 - \xi_k)|W| \geq |W|/2 \), we have that (10) implies
\[ \sum_{x \in W} p(x)(w \cdot x)^2 \leq 4z_k^2. \] (13)

First, let us bound the weighted loss on noisy examples in the training set. In particular, we will show that
\[ \sum_{(x,y) \in W_D} p(x)\ell(w, x, y) = C_0\eta 2^k + \xi_k + 2\sqrt{C_0\eta 2^k} + \xi_k \cdot \frac{\tau_k}{\tau_k}. \] (14)

To see this, notice that,
\[ \sum_{(x,y) \in W_D} p(x)\ell(w, x, y) = \sum_{(x,y) \in W_D} p(x) \max \left\{ 0, 1 - \frac{y(w \cdot x)}{\tau_k} \right\} \]
\[ \leq \Pr(p|W_D) + \frac{1}{\tau_k} \sum_{(x,y) \in W_D} p(x)|w \cdot x| \]
\[ = \Pr(p|W_D) + \frac{1}{\tau_k} \sum_{(x,y) \in W} p(x)1_{W_D}(x, y)|w \cdot x|. \]

Applying the Cauchy-Shwartz inequality we get,
\[ \sum_{(x,y) \in W_D} p(x)\ell(w, x, y) \]
\[ \leq \Pr(p|W_D) + \frac{1}{\tau_k} \sqrt{\sum_{(x,y) \in W} p(x)1_{W_D}(x, y)} \sqrt{\sum_{(x,y) \in W} p(x)(w \cdot x)^2} \]
\[ \leq C_0\eta 2^k + \xi_k + 2\sqrt{C_0\eta 2^k} + \xi_k \cdot \frac{\tau_k}{\tau_k}. \]

by (11), Lemma A.5 and (13).

Similarly, we show that
\[ \sum_{(x,y) \in W} p(x)\ell(w, x, y) \leq 1 + \frac{2z_k}{\tau_k}. \] (15)

Next, we have
\[ \ell(w, W_C) = \frac{1}{|W_C|} \sum_{(x,y) \in W} (q(x) + 1_{W_C}(x, y) - q(x))\ell(w, x, y) \]
\[ \leq \frac{1}{|W_C|} \left( \sum_{(x,y) \in W} q(x)\ell(w, x, y) + \sum_{(x,y) \in W_C} (1 - q(x))\ell(w, x, y) \right). \]

We also have,
\[ \frac{1}{|W_C|} \sum_{(x,y) \in W_C} (1 - q(x))\ell(w, x, y) \]
\[ \leq \frac{1}{|W_C|} \left( \xi_k |W| + \frac{1}{\tau_k} \sum_{(x,y) \in W_C} (1 - q(x))|w \cdot x| \right) \]
\[ \leq \frac{1}{|W_C|} \left( \xi_k |W| + \frac{1}{\tau_k} \sqrt{\sum_{(x,y) \in W_C} (1 - q(x))^2} \sqrt{\sum_{(x,y) \in W_C} (w \cdot x)^2} \right). \]

by the Cauchy-Shwartz inequality. Recall that \( 0 \leq q(x) \leq 1 \), and \( \sum_{x \in W} q(x) \geq (1 - \xi_k)|W| \). Combining this with (12), we get
\[ \ell(w, W_C) \leq \frac{1}{|W_C|} \left( \sum_{(x,y) \in W} q(x)\ell(w, x, y) + \xi_k |W| \right) \]
\[ + \frac{1}{|W_C|} \left( \sqrt{\xi_k |W||W_C|2z_k^2} \right). \]

Since \( |W_C| \geq |W|/2 \), we have
\[ \ell(w, W_C) \leq \frac{1}{|W_C|} \left( \sum_{(x,y) \in W} q(x)\ell(w, x, y) \right) + 2\xi_k + \frac{\sqrt{4\xi_k z_k^2}}{\tau_k}. \]

We have chosen \( \xi_k \) small enough that
\[ \ell(w, W_C) \leq \frac{1}{|W_C|} \left( \sum_{(x,y) \in W} q(x)\ell(w, x, y) \right) + \kappa/32 \]
\[ = \frac{\sum_{(x,y) \in W} q(x)}{|W_C|} \left( \sum_{(x,y) \in W} p(x)\ell(w, x, y) \right) + \kappa/32 \]
\[ = \ell(w, p) + \left( \frac{|W_C| - 1}{|W_C|} \right) \left( 1 + \frac{2z_k}{\tau_k} \right) + \kappa/32 \] (by (15))
\[ = \ell(w, p) \frac{|W_D|}{|W_C|} \left( 1 + \frac{2z_k}{\tau_k} \right) + \kappa/32. \]

Applying (11) yields (8).

Also,
\[ \ell(w, p) = \sum_{(x,y) \in W} p(x)\ell(w, x, y) \]
\[ = \sum_{(x,y) \in W_C} p(x)\ell(w, x, y) + \sum_{(x,y) \in W_D} p(x)\ell(w, x, y) \]
\[ \leq \sum_{(x,y) \in W_C} p(x)\ell(w, x, y) + C_0\eta 2^k + \xi_k + 2\sqrt{C_0\eta 2^k} + \xi_k \cdot \frac{\tau_k}{\tau_k} \] (by (14))
\[ = \sum_{(x,y) \in W_C} q(x)\ell(w, x, y) + C_0\eta 2^k + \xi_k + 2\sqrt{C_0\eta 2^k} + \xi_k \cdot \frac{\tau_k}{\tau_k} \]
\[ \leq \sum_{(x,y) \in W_C} \ell(w, x, y) \frac{|W_C| - \xi_k |W|}{|W|} + C_0\eta 2^k + \xi_k + 2\sqrt{C_0\eta 2^k} + \xi_k \cdot \frac{\tau_k}{\tau_k} \]
\[ \leq 2\ell(w, W_C) + C_0\eta 2^k + \xi_k + 2\sqrt{C_0\eta 2^k} + \xi_k \cdot \frac{\tau_k}{\tau_k}, \]

by (7), which in turn implies (9).