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ABSTRACT
Questions of fairness and bias abound in all socially-consequential
decision-making. Whether designing the protocols for peer review
of research papers, determining which job candidates surface in a
search, or deciding who should receive a loan in an online lending
platform, any decision with the potential to allocate benefits or
confer harms raises concerns about who gains or loses that may fail
to surface in naively-chosen performance measures. Data science
interacts with these questions in two fundamentally different ways:
(i) as the technology driving the very systems responsible for certain
social impacts, posing new questions about what it means for such
systems to accord with ethical norms and the law; and (ii) as a set
of powerful tools for analyzing existing systems (even those that
don’t themselves depend on ML), e.g. for auditing existing systems
for various biases.

This tutorial will tackle both angles on the interaction between
technology and society vis-a-vis concerns over fairness and bias.
Our presentation will cover a wide range of disciplinary perspec-
tives. The first part will focus on the social impacts of technology
and the formulations of fairness and bias defined via protected
characteristics. The second part will focus on peer review and other
web-related applications, and explore other forms of bias, such as
that due to subjectivity, miscalibration, and fraudulent behavior.

PART I OF THE TUTORIAL
The tutorial is organized into two parts. In the first part, Zachary
Lipton will articulate current and historical thinking on the social
impacts of applied machine learning, focusing on decision-making
in various online platforms, including news feeds, job-finding sites,
and lending. Calling upon the economics literature on statistical dis-
crimination and the more recent literature on fairness in machine
learning, he will present a critical survey of attempts by academics
to formally analyze and mitigate these problems. Throughout, tech-
nical formulations will be presented alongside real-world motiva-
tions and critical discussion, calling attention to the gaps between
legal doctrine, ethical principles, and the technical definitions in-
tended to capture them. This section will also highlight some ways
that purported fixes can themselves confer harm, e.g., by obfus-
cating the critical questions, by codifying problematic concepts
(e.g., race), and by creating incentive structures that exacerbate the
problems that they were intended to mitigate.

Outline of part 1 of the tutorial:
(1) Historical context: We will discuss conceptions of bias and fair-

ness through dominant ethical and legal frameworks. This dis-
cussion will contextualize various concepts in US Civil Rights
law that are subject to frequent but glancing references in recent
papers on fair ML.

(2) Economic frameworks: We will introduce the classic literature
on fairness in hiring due to economists, including the Becker
and Phelps models of taste-based and statistical discrimination
respectively [1, 3, 7, 40]. We will also cover recent extensions
from the ML community to classic economic models [12, 24].

(3) Automated decisions: To motivate the discussion fairness in ML
systems, we discuss its application in various online services,
including lending platforms, recommender systems, news feeds,
job-finding platforms, etc.

(4) Fair machine learning: Next, we will discuss attempts by the
machine learning community to formalize notions of fairness
in the context of classification. We will describe various parity
measures that have been presented as “definitions of fairness”
in rigorous mathematical study, covering both associative and
counterfactual measures [11, 14, 21, 27, 28, 31, 33, 36, 55].

(5) The first part of the tutorial will conclude with a critical discus-
sion of work to date. The discussion will highlight the perils of
solutionism, where papers representing to have made substan-
tial progress on pressing social problems (when in fact they have
not) are picked up by companies and represented as certificates
of fairness.

PART II OF THE TUTORIAL
In the second part, Nihar Shah will discuss issues of bias and un-
fairness due to factors such as subjectivity, calibration, strategic be-
havior in human-provided data. Applications in focus here include
recommendation systems, crowdsourcing, online rating systems,
A/B testing over the Internet, peer grading, and hiring. This part
will use the application of peer review as a running example ap-
plication. We envisage that most TheWebConf2020 attendees will
be cognizant of peer review and that a large fraction would have
first-hand experience with the process.

Outline of part 2 of the tutorial:

(1) Demographics: We will make a smooth transition from part 1
into peer review, by first discussing biases due to demograph-
ics in single-blind peer review. We will discuss a remarkable
randomized controlled trial [49] at the WSDM 2017 conference,
and associated hypothesis testing problems [46]. Auxiliary ref-
erences: [8, 22, 38, 53].

(2) Assignment of reviewers: We will detail the current methods of
assigning reviewers to papers in major ML/AI conferences [9].
We will then highlight problems of unfairness therein, and
discuss alternative assignments with theoretical guarantees [18,
29, 47], and empirical evaluations on CVPR 2017, CVPR 2018,
and MIDL 2018 [29]. Auxilliary references: [10, 15, 20, 34, 48].

(3) Subjectivity: Unfairness due to subjective opinions of individual
evaluators, and using ML + social choice theory to mitigate
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it [26, 32, 37]. We will discuss fundamental theory as well as
empirical evaluation on IJCAI 2017.

(4) Miscalibration: Unfairness due to miscalibrations (e.g., strict-
ness, leniency, extremal behavior) of the evaluator [19, 52], and
using ML+information theory to mitigate it. Auxilliary refer-
ences: [5, 17, 19, 35, 39, 39, 41–43, 45].

(5) Fraudulent behavior: Unfairness if some entities gain advan-
tage by gaming the system in a zero sum game setting like in
peer review, college admissions, and hiring. We will present an
experiment from [6] and discuss an algorithmic building block
that is common to many works [2, 4, 13, 16, 23, 25, 30, 54].

(6) Policy: The presentation will conclude with a discussion on
driving actual policy change [50, 51].

The presentation will be interspersed with empirical analyses of
NeurIPS 2016 peer review [44].
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