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heart attack at some point in the next 
30 years, estimated using the Archi-
medes model.12 However, the risk 
classification approach we describe 
here is not limited to 30-year risk nor 
does it rely on the Archimedes model. 
It can use any measure of risk for 
which labeled data is available.

Methodology and  
System Development
First, we projected and plotted the 
data in two dimensions using two sta-
tistical dimensionality reduction tech-
niques, principal component analysis 
(PCA) and linear discriminant analysis 
(LDA) (Figure 1a). We used PCA, plot-
ted on the x-axis, because data trans-
formed using the first principal com-
ponent would be maximally scattered  

in the resulting one-dimensional 
space.13 This visually highlights clini-
cal differences between patients in a 
view that is simpler than comparing 
patient data across many variables, 
such as in a large spreadsheet. LDA, 
on the other hand, is explicitly con-
cerned with classification and thus is 
useful for stratifying patients by risk. 
Given labeled training data from two 
distinct classes (for instance, low risk 
of heart attack versus high risk of 
heart attack), LDA computes a linear 
data transformation that maximizes 
the ratio of between-class variance to 
within-class variance. We used LDA, 
plotted on the y-axis, because high- 
and low-risk patients should be well-
separated visually when clinicians 
view the data.14 The first principal 

component and linear discriminant 
together define a linear transforma-
tion of each high-dimensional data 
point Zj into the 2D visualization 
space: (xj, yj)T = DZj, where D is a  
2 × M matrix with the first row deter-
mined by the first principal compo-
nent and the second row determined 
by the linear discriminant; Zj is a col-
umn vector of length M, and xj and yj 
are scalars representing the new coor-
dinates in 2D space.

We next applied information- 
visualization techniques to visually 
recapture some of the information 
lost by dimensionality reduction and 
support cognitively guided decision 
making. First, we added “attracting 
anchors”15 to the plot to convey each 
risk variable’s coefficient weights D1,i 

Figure 1. Visual risk assessment and analysis process. Our approach (a) projects patient data into two dimensions for plotting. 
Clinicians can (b) view the patient population risk, (c) assess an individual patient’s risk factors vs. goal values, and (d) visualize 
the effect of a hypothetical intervention on an individual patient’s risk.
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and D2,i on the principal component 
and the linear discriminant, respec-
tively (Figure 1b), indicating each 
variable’s impact on risk and varia-
tion at the population level. The an-
chors are represented by larger circles 
on the perimeter of the patient data 
point cloud. In terms of polar coor-
dinates, we determine each variable’s 
anchor location by the angle, θi, given 
as follows:10
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Each anchor’s location conveys the 
relative size of the two components’ 
coefficients for each variable, which 
we call the direction of attraction. 
We express the relative size of the 
component coefficients between risk 
factor variables, or the magnitude 
of attraction, using each anchor’s 
area. We define the anchor area Si 
to be proportional to the length of 
the vector formed by the weighting 
coefficients D1,i and D2 ,i, given as 
follows:10

( )= +S C D D ,i i i1,
2

2,
2

where Si is the area of the plotted an-
chor and C is a tuning constant set 
such that the smallest anchors are 
large enough to be visible. We can 
use the anchors’ size and direction to 
interpret which risk factor variables 
have relatively large or small coef-
ficients on each component. For ex-
ample, if variable i has a large posi-
tive coefficient on the first principal 
component and a large positive coef-
ficient on the linear discriminant, it 
will be represented by a relatively 
large anchor located in the plot’s 
upper-right quadrant. Patient data 
points with larger values for variable i  

will then be plotted further toward 
the plot’s upper-right quadrant. Our 
rationale for the anchors was to con-
vey in a single view an understand-
ing of which variables are most influ-
ential on risk at the population level 
and which individuals tend to have 
higher values for individual risk fac-
tor variables.

Finally, we added interactive infor-
mation-visualization techniques to 
the prototype tool to enable zoom-
ing, filtering, and viewing individual 
patient details as recommended for 
exploratory information-visualization  
tasks16 (Figures 1b–d). In a clinical 
context, these techniques let users 
focus their attention on and analyze 
smaller subpopulations or individual 
patients as needed, based on their dis-
ease risk or other clinical characteris-
tics. When users select an individual 
patient, they can compare modifiable 
risk factors’ current values versus goal 
values for that patient (Figure 1c).  
The software resizes the anchors to 
visually depict each risk factor’s rel-
ative impact for that particular indi-
vidual (Figure 1d). The system also 
includes a hypothetical intervention 
feature that lets users see how pro-
spective interventions or changes in 
risk factor values would impact the 
patient’s location on the population 
risk graph (Figure 1d).

Evaluation
Our quantitative evaluation of our 
framework focused on its utility for 
stratifying patients into risk groups. 
Based on the 30-year heart attack 
risk probabilities contained in the 
sample data, we labeled half the data 
low risk and half high risk of future 
heart attack. We used naïve Bayes, 
logistic regression, k-nearest neigh-
bor (k-NN), and support vector ma-
chine (SVM) approaches to classify 
the data. To understand how well our 
method visually separated low- and  

high-risk patients, we compared the 
classification accuracies of these 
other common methods to that of 
applying LDA to the data plotted in 
two dimensions using our described 
approach. We calculated the classi-
fication error for each method using  
10-fold cross-validation.

Figure 2 shows the visual classifier 
and includes an LDA-based decision 
boundary, which separates the pa-
tients predicted to be high risk and 
those predicted to be low risk. The 
10-fold cross validation error from 
the visual classifier was .13, which 
was similar to or less than the error 
found after applying other commonly 
used classification methods to the 
full-dimensional dataset, including 
naïve Bayes (.22), logistic regression 
(.11), 1-NN (.21), 10-NN (.20), 200-
NN (.29), and SVM (.12).

Our framework presents a new 
approach to organizing and deliver-
ing “cognitively guided” data to cli-
nicians. The methodology combines 
simple yet powerful statistical meth-
ods with intuitive data visualizations. 
The visual classifiers provide a con-
textualized and potentially more in-
terpretable means of communicating 
risk information on complex patient 
populations to time-constrained cli-
nicians. When using the interactive 
software tool described here, users 
can navigate from a 2D patient pop-
ulation view to views of individual 
patients to quickly assess their risk 
and risk factors, and the effects of 
interventions.

Our evaluation used a quantitative 
analysis of classification accuracy and 
our interpretations of clinical insights 
depicted in the heart attack risk mod-
els. Subsequent interviews and dem-
onstrations with a small sample of 
diabetes educators, physicians, and 

IS-27-06-Health.indd   4 10/5/12   10:07 AM



November/December 2012 www.computer.org/intelligent 5

patients also suggested these tools’ 
potential usefulness for personalized 
clinical interventions, risk communi-
cation, and patient education. These 
are necessary first steps in evaluation, 
but formal clinical usability and use-
fulness testing is warranted. Through 
user testing, we might further revise 
our methods to better align with clini-
cian information needs and decision- 
making processes.

We must also evaluate our visu-
alization models’ classification ac-
curacy using other data, including 
data that comes directly from clini-
cal sources. To achieve this, we plan 
to acquire longitudinal data contain-
ing both risk factors and patient out-
comes. Moreover, prior to applying 
visual classifiers to any patient popu-
lation that differs significantly from 
those on which we originally vali-
dated them, our models would need 
additional training and calibration, 
as has been recommended with other 
risk assessment models. Finally, this 
visualization method and tool could 
extend to other risk-assessment sce-
narios in healthcare delivery, such as 
evaluating risks to patient safety and 
clinical guideline compliance.
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