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ABSTRACT
Randomized backoff protocols have long been used to reduce contention on shared resources. They are heavily used in communication channels and radio networks, and have also been shown to greatly improve the performance of shared memory algorithms in real systems. However, while backoff protocols are well understood in many settings, their effect in shared memory has never been theoretically analyzed. This discrepancy may be due to the difficulty of modeling asynchrony without eliminating the advantage gained by local delays.

In this paper, we introduce a new cost model for contention in shared memory. Our model allows for adversarial asynchrony, but also provides a clear notion of time, thus enabling easy calculation of contention costs and delays. We then consider a simple use case in which \( n \) processes try to update a single memory location. Using our model, we first show that a naive protocol, without any backoff, requires \( \Omega(n^2) \) work until all processes successfully update that location. We then analyze the commonly used exponential delay protocol, and show that it requires \( \Theta(n^2 \log n) \) work with high probability. Finally, we show that the exponential delay protocol is suboptimal, by introducing a new backoff protocol based on adaptive probabilities and showing that, for the same use case, it requires only \( O(n^2) \) work with high probability.
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1 INTRODUCTION
Exponential backoff protocols are commonly used in many settings to avoid contention on a shared resource. They appear in transactional memory [27], communication channels [9, 10, 14, 15], radio and wireless networks [6, 8], local area networks [25], and even shared memory algorithms [3, 22]. Many backoff protocols have been developed and proved efficient for these communication tasks. The general setting is that many processes want to send a message over a channel (or a network), but the transmission fails if more than one message is sent at the same time. Usually, transmissions are assumed to happen in synchronous rounds, and time is measured by the number of rounds until all messages are successfully transmitted. A round is wasted if more than one process attempts to transmit, but the cost remains constant regardless of how many processes attempted to transmit in that round.

The situation is different in a shared memory setting. If many processes attempt to access the same memory location, they all suffer contention, which slows down their response time, and becomes worse as the number of conflicting processes increases. For example, if \( P \) processes all access the same memory location at the same time, this can require \( \Theta(P^2) \) ‘wait time’ for each process, for a total of \( \Theta(P^3) \) total work. Several theoretical models have been developed to try to capture these costs [12, 13, 17, 18, 21]. However, none of these models have been applied to analyze backoff protocols. The reason is, at least in part, that these models are not well suited for the task. In general, shared memory contention and performance is more difficult to model than channel communication because of the inherent asynchrony in shared memory systems.

Asynchrony in shared memory algorithms is usually modeled by assuming a powerful adversary that determines the schedule of instructions. Some models capturing contention, like those of Dwork, Herlihy, and Waarts [12] and Fich, Hendler and Shavit [13], give too much power to the adversary to be able to get any meaningful worst case bounds on backoff protocols. The model of Dwork et al. assumes every instruction has an invocation and a response, and each instruction suffers contention equivalent to the number of responses to other instructions that occurred between its own invocation and response. Fich et al. assign cost differently; in particular, they assume only modifying instructions that immediately precede a given instruction \( i \) can have an effect on \( i \)’s running time. While these models are reasonable for obtaining lower bounds, they are impractical for attaining meaningful upper bounds. Because of the great power the adversary is given, the advantage of backoff protocols is lost in these models.

Further work by Hendler and Kutten [21] restricts the power of the adversary in an attempt to capture more likely executions. They present a model similar to that of Dwork et al. [12], but add the notion of \( k \)-synchrony on top of it. This requirement states that an execution is \( k \)-synchronous if in any subexecution, no process can do \( k + 1 \) operations before all other processes do at least one. This property is attractive, since it does not succeed in capturing all possible real executions. Asynchrony in real systems often arises from processes being swapped out. In such cases, one process can be delayed a great deal with respect to the others, and no reasonable value of \( k \) allows for such delays.
All of these models have an additional problem: there is no clear notion of time. This further complicates the analysis of time-based protocols such as exponential delay, where processes delay themselves for increasingly longer amounts of time.

A different line of work aiming to create a more realistic model for shared memory has focused on relaxing the adversarial scheduler to a stochastic one, leading to tractable analysis of the step complexity of some lock-free algorithms [1, 2]. However, this line of work also relies on strong assumptions on the behavior of the scheduler. Furthermore, it has not directly accounted for contention, rendering the analysis of backoff under this model meaningless.

In spite of the difficulty of theoretically analyzing backoff, these protocols have been shown to be effective in combating shared memory contention. Many systems benefit greatly from the application of an exponential backoff protocol for highly contended memory [3, 19, 22, 24, 26]. For about 30 years, exponential delay has been successfully used in practice to significantly reduce running time in algorithms that suffer from contention.

In this paper, we take a first step towards closing this gap between theory and practice. We define a model for analyzing contention in shared memory protocols, and use it to analyze backoff. Our model allows for asynchrony, but maintains a clear notion of time. We do this by giving the adversary full power on one part of the processes’ delay, but taking it away in another part. In particular, we allow each process to have up to one ready instruction, and the adversary determines when to invoke, or activate, each ready instruction. However, once active, instructions have a priority order that the adversary can no longer control. This models the difference between delays caused by the system between instructions of a process (e.g. caused by an interrupt), and delays incurred after the instruction has been invoked in the hardware (assuming an instruction cannot be interrupted midstream). We then define time steps, in which all active instruction attempt to execute. Furthermore, we define conflicts between instructions; two conflicting instructions cannot be executed in the same time step. An active instruction will be executed in the first time step in which it does not conflict with any higher-priority instruction. In this paper, we say that modifying instructions (such as compare-and-swap) conflict with all other instructions on the same location, but any two non-modifying instructions do not conflict. This reflects the fact that in modern systems, multiple reads to the same location can go through in parallel, but a modifying instruction requires exclusive access to the memory, sequentializing other instructions behind it. This is due to cache coherency protocols.

We then consider a situation in which n processes want to update the same memory location. Such a situation arises often in the implementations of various lock-free data structures such as counters and stacks. We use our model to analyze various protocols that achieve such an update. We first show that a naive approach, which uses a simple read-modify-write loop with no backoff, can lead to a total of $\Omega(n^2)$ work, while a classic exponential delay protocol improves that to $O(n^2 \log n)$. To the best of our knowledge, this is the first analysis of exponential delay for shared memory. Perhaps surprisingly, we show that this protocol is suboptimal. We propose a different protocol, based on adapting probabilities, that achieves $O(n^2)$ work.

The key to this improvement stems from using read operations to get a more accurate estimate of the contention that the process is facing. Recall that in our model, reads can go through in parallel, while modifying instructions conflict with others. In our protocol, instead of delaying for increasingly long periods of time when faced with recurring contention, a process becomes increasingly likely to choose to read rather than write. Intuitively, reading the value of a memory location allows a process to gauge the level of contention it’s facing by comparing the new value to the previous value it read. Each process keeps a write-probability that it updates after every operation. It uses this probability to determine its next instruction; i.e. whether it will attempt a compare-and-swap or only read. If the value of the memory does not change between two consecutive reads, the process raises its write-probability. Otherwise, the process lowers it. This constant feedback, and the possibility of raising the probability back up when necessary, is what allows this protocol to do better than exponential delay.

In summary, the contributions of this paper are as follows: (1) We define a new time-based cost model to account for contention in shared memory; (2) We provide the first analysis of the commonly used exponential delay protocol; and (3) We propose a new backoff protocol that is asymptotically better than the classic one.

## 2 MODEL

Our model aims to separate delays caused by contention from other delays that may occur in shared memory systems. In most known shared memory models, all types of delays (or causes of asynchrony) are grouped into one, and are treated by assuming an adversary that controls the order of execution. However, we note that once an instruction is successfully invoked in the hardware, its performance, while it could greatly vary because of contention, is relatively predictable. Throughout this paper, we only consider instructions that are applied on shared memory.

Thus, we say that each process $p \in P$ may have up to one pending instruction $I_p(t)$ at any time $t$. Each pending instruction may either be ready or active. The ready instructions represent instructions that are ready to run, but have not yet been invoked in the hardware; they might be delayed because the calling process is swapped out, failed or otherwise delayed by the system. Active instructions are instructions that have already started executing in the hardware, and are now delayed by contention (e.g. executing the cache coherency protocol). The adversary controls when each instruction moves from ready to active, and then instructions are moved from active to ‘done’ as soon as they do not contend with any earlier instruction, not under the control of the adversary.

We thus divide the set of pending instructions at time $t$, denoted $I_t$, into two subsets; an unordered set of ready instructions $R_t$ and an ordered set of active instructions $A_t$, such that $A_t \cup R_t = I_t$ and $A_t \cap R_t = \emptyset$. There is a priority order, denoted $<\ (less is higher priority)$, among instructions in $A_t$ that corresponds to the order in which they were invoked in the hardware. Furthermore, to model contention, we define conflicts between instructions. For any pair of operations $i, j \in I_t$, the predicate $C(i, j)$ is true if $i$ conflicts with $j$, and is false otherwise. For the purpose of this paper, we say that $C(i, j)$ is true if and only if $i$ and $j$ both access the same memory location and at least one of them is a modifying instruction. This
function can also represent other types of conflicts, such as false sharing, depending on the behavior of the system we want to model.

In each time step \( t \), each instruction may undergo at most one of the following transitions: it may be moved from \( R_t \) to \( A_{t+1} \), it may be removed from \( A_t \), or it may be inserted into \( R_{t+1} \). More specifically, the adversary chooses a (possibly empty) subset \( S_t \subseteq R_t \) to activate. It gives a priority order among the instructions in \( S_t \), and places them in priority order behind elements already in \( A_t \). Furthermore, in time step \( t \), we define the set of executed instructions to be \( E_t = \{ i \in A_t | \exists j \in A_t, C(i,j) \wedge j < i \} \). That is, an instruction \( i \in A_t \) is executed in time \( t \) if and only if there is no other instruction in \( A_t \) that conflicts with \( i \) and is ahead of \( i \) in the priority order. In addition, every process \( p \in P \) may add a new instruction to \( R_{t+1} \) as long as there is only one instruction per process in \( I_{t+1} \). The set of newly ready instructions is called \( N_t \). The next time step, \( t+1 \) has the following sets: \( R_{t+1} = (R_t \setminus S_t) \cup N_t \), \( A_{t+1} = (A_t \setminus E_t) \cup S_t \) and \( I_{t+1} = (I_t \setminus E_t) \cup N_t \). \( R_{t+1} \cup A_{t+1} \). Furthermore, for all instructions \( i \in S_t \) and all instructions \( j \in A_t \), \( j < i \).

An execution \( E \) is a sequence of the instructions executed by processes in the system, which defines a total order on the instructions. This total order must be an extension of the partial order defined by time steps; that is, for any two instructions \( i \) and \( j \), executed in time \( t \) and \( t' \) respectively, if \( t < t' \) then \( i \) appears before \( j \) in the execution \( E \). \( E[p] \) is the projection of \( E \) onto the process \( p \); that is, it is the subsequence of \( E \) that contains only instructions by process \( p \), and no other instruction.

We consider two measurements of efficiency for algorithms evaluated by this model. One measurement is immediate: we say the running time of an execution is the number of time steps taken until termination. Another measurement is called work. Intuitively, this measures the total amount of cycles that all processes spend on the execution. We say that a process spends one cycle for every time step \( t \) in which \( I_t(p) \in A_t \). Thus, the amount of work taken by an execution is given by the sum over all time steps \( t \) of the size of \( A_t \) (i.e. \( W = \sum_t |A_t| \)). All of the bounds in this paper are given in terms of work. We feel that work better represents the demands of these protocols on the resources of the machine, as inactive processes could be asleep or making progress on some unrelated task.

**Adversary.** We assume an oblivious adversary [5]. That is, the adversary does not see processes’ local values before making them active, and thus cannot make decisions based on that knowledge. Such values include the results of any random coin flips and the type of operation that the process will perform. The adversary can, however, know the algorithm that the processes are following and the history of the execution so far. We also assume that once an instruction is made active, the adversary may see its local values. However, at that point, the adversary is no longer allowed to make changes to the priorities, and thus cannot use that knowledge.

**Protocols.** In the rest of this paper, we analyze and compare different backoff protocols. To keep the examples clean and the focus on the backoff protocols themselves rather than where they are used, we consider a simple use case: a read-modify-write update as defined in Algorithm 1. A read instruction takes a memory location \( x \), and, if it is executed at time \( t \), will return the value stored in \( x \) at \( t \). A CAS instruction takes three arguments; a memory location \( x \), an expected value \( v_e \) and a new value \( v_n \). As usual, a CAS executed at time \( t \) is successful if and only if the value stored in \( x \) at \( t \) is the expected value \( v_e \). In that case, the CAS instruction changes the value in \( x \) to the new value \( v_n \). Otherwise, it is a failed CAS, and does not change the value stored in \( x \). The CAS returns a boolean indicating whether it was successful.

An update attempt by process \( p \) is one iteration of Algorithm 1. In every update attempt, \( p \) reads the current value, then uses the Modify function provided to it to calculate the new value it will use for its CAS instruction. The Modify function can represent any change a process might need to make in an algorithm that uses such updates. A successful update attempt is one in which the CAS succeeds and the loop exits. Otherwise, we say that the update attempt failed. For simplicity, we assume that every CAS instruction has a distinct \( v_n \), and thus an update attempt fails if and only if there was a successful CAS by a different process between its read and its CAS. We assume that CAS instructions conflict with all other instructions on the same location. However, read instructions do not conflict with each other. Note that such an update protocol is commonly used in the implementation of shared objects such as counters and stacks.

**Algorithm 1** Update Loop

procedure Update(x,x,Modify)

\[
\begin{align*}
\text{while True} & \quad \rightarrow \text{One iteration is an update attempt} \\
\text{currentVal} & \leftarrow \text{Read}(x) \\
\text{val} & \leftarrow \text{Modify}()(	ext{currentVal}) \\
\text{if CAS}(x,\text{currentVal},\text{val}) & \text{then return}
\end{align*}
\]

3 EXPONENTIAL BACKOFF

Exponential backoff protocols are widely used in practice to improve the performance of shared-memory concurrent algorithms [3, 22, 24]. However, to the best of our knowledge, there has been no running time analysis of these algorithms that shows why they do so well. In this section, we provide the first analysis of the standard exponential delay algorithm for concurrent algorithms.

In general, the exponential backoff protocol works as follows. Each process starts with a maxDelay of 1 (or some other constant), and attempts an update. If it fails, it doubles its maxDelay, and then picks a number \( d \) uniformly at random in the range \([1, \maxDelay]\). It then delays for \( d \) time units, and attempts another update. We refer to this approach as the exponential delay protocol.

Exponential delay is common in the literature and is applied in several settings to reduce running time; for example, Mellor-Crummey and Scott use it for barriers [24], Herlihy uses it between successive attempts of lock-free operations [22], and Anderson used it for spin locks [3]. The pseudo-code for exponential delay on an update protocol is given in Algorithm 2.

Using our model, as defined in section 2, we show that in an asynchronous but timed setting, the exponential delay protocol does indeed significantly improve the running time. In particular, we show that for \( n \) processes to each successfully update the same memory location once, the naive (no-backoff) approach requires \( \Theta(n^3) \) work, but using exponential delay, this is reduced to
Algorithm 2 Exponential Delay

procedure Update(x, Modify)
    maxDelay ← 1
    while True do
        // One iteration is an update attempt
        currentVal ← Read(x)
        val ← Modify(currentVal)
        if CAS(x, currentVal, val) then return
    
        maxDelay ← 2 · maxDelay
        d ← rand(1, maxDelay)
        Wait d steps

θ(n^2 log n). For simplicity, we assume that each process only needs to successfully write once: after its first successful write, it will not rejoin the ready set. To show the upper bound for exponential delay, we rely on one additional assumption, which is not used in the proofs of the lower bounds.

Assumption 1. In any time step t where the active set A_t is empty and the ready set R_t is not, the adversary must move a non-empty subset of R_t to A_t.

Analyzing the naive protocol. We consider n processes trying to update the same memory location using a naive update loop with no backoff. The pseudocode of this protocol is given in Algorithm 1. To give a lower bound for this protocol, we imagine a very simple adversary immediately activates it. Note that this is not a contrived or improbable adversary. Nevertheless, this scheduling strategy is enough to show a Ω(n^3) work bound.

The intuition is as follows: the active set has around n instructions at all times. A successful update attempt can only happen about once every n time steps, because CAS attempts always conflict, and the active queue is long. The average process will thus have to make around n/2 update attempts before succeeding, and wait around n/2 time steps for each one, thus needing Ω(n^2) work. This gives us the bound of Ω(n^3) work for all processes together.

Theorem 3.1. The naive update protocol requires Ω(n^3) work for n processes to each successfully update one location once.

Proof. Consider an adversary that simply activates every instruction as soon as it becomes ready, and assume that n instructions are ready at the start. Recall that work is defined as the sum over all time steps of the length of the active set.

For every process p, let M_p be p’s maxDelay and D_p be its actual delay after its rth update attempt. Note that the adversary’s strategy is to activate p immediately after D_p steps. However, regardless of D_p, in this proof we only start charging work for p’s presence in the active set M_p steps after its rth update attempt, or we charge zero if the process already finished after M_p steps. Thus, we actually charge for less work than is being done in reality.

Consider a process that has not updated anything for more than t time steps. If it has not updated anything for more than t time steps, then it is not contributed to the work bound by Theorem 3.1.

3.1 Analyzing Exponential Delay

To analyze the exponential delay protocol, we assume that when a process delays itself for d time, it waits d time steps between leaving the active set and rejoining the ready set.

The lower bound. To show a lower bound of Ω(n^2 log n) on the running time of an update loop using the exponential delay protocol, we simply need to present a strategy for the adversary that forces the algorithm to take that long.

Theorem 3.2. The standard exponential delay algorithm takes Ω(n^2 log n) work for n processes to each successfully update one location once.

Proof. Consider an adversary that simply places every operation in the active set as soon as it becomes ready, and assume that n operations are ready at the start. Recall that work is defined as the sum over all time steps of the length of the active set.

For every process p, let M_p be p’s maxDelay and D_p be its actual delay after its rth update attempt. Note that the adversary’s strategy is to activate p immediately after D_p steps. However, regardless of D_p, in this proof we only start charging work for p’s presence in the active set M_p steps after its rth update attempt, or we charge zero if the process already finished after M_p steps. Thus, we actually charge for less work than is being done in reality.

We consider a process that has not updated anything for more than t time steps. If it has not updated anything for more than t time steps, then it is not contributed to the work bound by Theorem 3.1.

Every time a process executes an update attempt, assuming it does not terminate, it doubles its maxDelay. As noted above, for every process p, this happens about once every n time steps. As delays grow, there are proportionally many processes that are delayed at any given time t. We can model this as d_t ≤ 2^[(t/n)+1].

We now calculate the amount of work W this execution will take.

\[
W = \sum_{t} |A_t| = \sum_{t} \max(n - d_t, 0)
\]
\[
≥ \sum_{t} \max(n - 2^[(t/n)+1], 0)
\]
\[
= n \cdot (n - 4) + n \cdot (n - 8) + \ldots + n \cdot (n - n)
\]
\[
= \Omega(n^2 \log n).
\]
The upper bound. Recall that for the purpose of this analysis, we use Assumption 1. Given this assumption, we show that once every process’s max delay reaches $12n$, the algorithm terminates within $O(n \log n)$ work w.h.p. This is because sufficiently many time slots are empty to allow quick progress. Thus, the adversary can only expand the work while not all processes’ maxDelays have reached at least $12n$. We show that the adversary cannot prevent this from happening for more than $O(n^2 \log n)$ work w.h.p.

Lemma 3.3. Consider $n$ processes attempting to update the same memory location, using the exponential delay algorithm, and assume all of them have a max delay of at least $S$ by some time $t$. Then in any segment of length $S$ starting after time $t$ in the execution, there will be at most $2n$ update attempts in expectation and w.h.p.

Proof. For each process $p$, let $R(p,k)$ be the event that process $p$ was ready with a new update attempt $k$ times during the segment.

Then the probability that $p$ will attempt $k$ updates in the segment is bounded by:

$$P[R(p,k)] \leq \prod_{j=1}^{k} \frac{S}{2^{j-1} \cdot S} = \prod_{j=1}^{k} \frac{1}{2^{j-1}} = \frac{1}{2^k(k-1)/2}$$

The above calculation assumes that every time $p$ attempts to execute and then restarts its delay, it gets to start over at the beginning of the segment. This assumption is clearly too strong, and means that in reality the probability of attempting $k$ updates within one segment decays even faster as $k$ grows. However, for our purposes, this bound suffices. Furthermore, note that the probability that any single process $p$ is ready at least $2 \cdot (\log n + 1)$ times is:

$$P[R(p, 2 \cdot (\log n + 1))] \leq \frac{1}{2^{2 \log n + 1}} = \frac{1}{n^2}.$$

Thus, no process will be ready in any one segment more than $O(\log n)$ times w.h.p. Let $N$ be the number of update attempts by all the processes during the segment. We can calculate the expected number of update attempts in the segment as follows:

$$E[N] < \sum_{k=1}^{n} k \cdot P[R_i(p,k)] = n \sum_{k=1}^{S} \frac{1}{2^k(k-1)/2} < \frac{7}{4}n$$

Using Hoeffding’s inequality, we can similarly bound the number of update attempts in the segment with high probability:

$$P(X - E[X] \geq \delta) \leq \exp(-\frac{\delta^2}{2 \cdot \sum_{i=1}^{n} (\max_i - \min_i)^2})$$

Therefore, the number of update attempts ready by processes with max delay at least $S$ during any segment of length $S$ is bounded by $\frac{15}{8}n < 2n$ in expectation and with high probability.$\square$

Lemma 3.4. Consider $n$ processes attempting to update the same memory location, using the exponential delay algorithm. Within $O(n \log n)$ time steps and $O(n^2 \log n)$ work, all processes will have a max delay of at least $12n$, with high probability.

Proof. We partition the set of processes $P$ into three subsets — small-delay, large-delay and done — according to the processes’ state in the execution, and update these sets as the execution proceeds.

For a given time step $t$, let $S_1$ be the set of small-delay processes, whose max delay is small, i.e. maxDelay $< 12n$. Similarly, let $L_1$ be the set of large-delay processes whose max delay is large, i.e. maxDelay $\geq 12n$, and let $D_1$ be the set of processes that are done (i.e., have already CASed successfully and terminated by time $t$). Note that $S_0 = P$, $L_0 = D_0 = \emptyset$, that is, at the beginning of the execution, all processes have a small max delay. Furthermore, by definition, the execution ends on the first time step $t$ such that $D_1 = P$ and $S_1 = L_1 = \emptyset$.

We want to bound the amount of work in the execution until the first time step $t$ such that $L_1 \cup D_1 = P$. To do so, we need to show that small-delay processes make progress regularly. That is, we need to show that the adversary cannot prevent small-delay processes from raising their delays by keeping them in the ready set for long. By Assumption 1, if only small-delay processes are in the ready set $R_t$ at some time $t$, then the adversary must activate at least one of them. Thus, we show that in any execution, a constant fraction of the time steps have no large-delay processes ready.

We split up the execution into segments of length $12n$ time steps each. By Lemma 3.3, in each such segment $S_t$ that starts at time $t$, there are at most $2|L_t|$ update attempts by processes in $L_t$ with high probability. Thus, even if $|L_t| = \Theta(n)$, in every segment of size $12n$, there is a constant fraction of time steps (at least $10n$ with high probability) in which no process in $L_t$ is active. Therefore, note that since their max delays are $< 12n$, every process in $S_t$ must be ready at least once in every segment. Recall that the adversary must make at least one instruction active in every step in which there is at least one instruction that is ready. Thus, allowing for processes in $S_t$ to ‘miss’ the empty time steps in one segment, we have the following progress guarantee: at least once every two segments of length $12n$, at least $n$ instructions of processes with small delays will be executed.

Note that every process needs to execute log $12n$ instructions in order to have a large delay. Therefore, for all processes to arrive at a large delay, we need $n \log 12n$ executions of instructions that belong to processes with a small delay. By the above progress guarantee, we know that every $24n$ time steps, at least $n$ such instructions are executed. Thus, in at most $24n \log 12n$ time steps, all processes will reach a delay of at least $12n$, with high probability. Note that in every time step $t$, there can be at most $n$ instructions in the active set, $A_t$. Thus, the total work for this part of the execution is bounded by $W = \sum_{t}^{24n \log 12n} |A_t| = O(n^2 \log n)$ with high probability. $\square$

Lemma 3.5. Consider $n$ processes attempting to update the same memory location, using the exponential delay algorithm. If the max delay of every process is at least $12n$, then the algorithm will terminate within $O(n \log n)$ additional work with high probability.

Proof. We can apply the analysis of linear probing in hash tables [23] to this problem. Every process has to find its own time slot in which to execute its instruction, and if it collides with another process on some time slot, it will remain in the active set, and try again in the next one.
We think of the update attempts of the processes as elements being inserted into a hash table, and the time slots as the bins of the hash table. If a process’s instruction collides with another’s then it will ‘probe’ the next time slot, until it finds an empty slot in which to execute. Counting the number of probes that each instruction does gives us exactly the amount of work done in the execution.

For the purpose of this analysis, we assume that an update attempt succeeds if and only if neither its read nor its CAS collide with any other instruction. If either one of them does, we assume that this process will have to try again. Furthermore, since each update attempt involves two instructions, we put two time slots in a bin; that is, we assume the number of bins is half of the minimum max delay of the processes (in this case, we know all processes have max delay $\geq 12n$). Thus, we effectively double the load factor in our analysis to account for the two instructions of the update attempts.

Thus, if we have $k \leq n$ update attempts, and all of their processes have max delay at least $m$, then the maximum amount of work for one update attempt of any process is at most the number of probes an element would require to be inserted into a hash table with load factor $\alpha = 2k/m$.

We start with $n$ processes participating, all of them having a max delay of at least $12n$. By Lemma 3.3, we know that there are at most $2n$ update attempts in $12n$ time steps, with high probability. Thus, our load factor is $\alpha = (2 \cdot 2n)/12n = 1/3$. Let $X_i$ be the amount of work that process $p_i$ does for one update attempt. Let $X = \frac{1}{n} \sum_i E[X_i]$. It is well known [23] that in this case, the expected number of probes an insertion does in linear probing is at most

$$E[X] = \frac{1}{2} \left(1 + \left(\frac{1}{1 - \alpha}\right)^2\right) = \frac{1}{2} \left(1 + \frac{9}{4}\right) = \frac{13}{8}.$$ 

Thus, by Markov’s inequality,

$$P[X \geq \frac{15}{8}] \leq \frac{8E[X]}{15} = \frac{13}{15}.$$ 

Thus, $X < \frac{15}{8}$ with probability at least $\frac{13}{15}$. Note that the amount of work per process is integral and at least one (when it experiences no collisions). Therefore, a simple averaging argument shows that at least $\frac{1}{2}$ of the processes cost only 1, and thus experience no collisions, with probability at least $\frac{13}{15}$. Any process that experiences no collisions terminates in that step. Therefore, with constant probability, a constant fraction of the processes terminate out of every $n$ update attempts.

We can imagine repeatedly having rounds in which the remaining processes are inserted into a hash table of size. Note that the expected cost for $n$ processes to do one update attempt is at most $\frac{10n}{11}$.

Furthermore, note that this cost is in reality even better, since process delays increase and the number of inserted instructions decreases, both causing less collisions as the load factor $\alpha$ decreases. However, even if we do not take the decreasing load factor into account, a constant factor of the processes terminate in every such ‘round’. Note that since we do not account for the improvements from the previous rounds when calculating the expected cost of round $i$, the rounds are independent. Thus, we can apply the Chernoff bound to show that within $O(\log n)$ rounds, all processes successfully update, costing a total of $O(n \log n)$ work with high probability.

The lemmas above immediately lead to the following theorem.

**Theorem 3.6.** The standard exponential delay algorithm takes $O(n^2 \log n)$ work with high probability for $n$ processes to successfully update the same location once.

We can further strengthen this result by showing that the time that processes spend delaying does not asymptotically increase the work of the algorithm. That is, even if we account for process delays as part of the total work, exponential delay still achieves $O(n^2 \log n)$ work in expectation. Due to lack of space, we leave this to the full version of the paper.

## 4 A NEW APPROACH: ADAPTIVE PROBABILITY

We present a new protocol that beats the standard exponential delay protocol under our model. The pseudocode for our algorithm is given in Algorithm 3. We say that every iteration of the while loop executed by process $p$ is an update attempt, or a step by $p$.

Each process maintains a probability $prob$, which it updates in every step. All processes start with $prob = 1$. Each process also keeps track of the value $val$ that was returned by its most recent read. On each step, $p$ tries to CAS with probability $prob$ into location $x$ and if successful it is done. Otherwise it re-reads the value at $x$ and if changed (indicating contention) it halves its probability, and if not changed it doubles its probability. Intuitively, this protocol lets processes receive more frequent feedback on the state of the system than exponential delay (by reading the contended memory), and hence processes can adjust to different levels of contention faster. Furthermore, ‘backing-on’ allows processes to recover more quickly from previous high loads. Since reads do not conflict with each other in our model, reads between CASes are coalesced into a single time step, and do not significantly affect work, as our analysis will show. In particular, we show that for $n$ processes to successfully update a single memory location following our protocol, it takes $O(n^2)$ work in expectation and with high probability.

### Algorithm 3 Adaptive Probability

**procedure** $Update(x, \text{Modify})$

- $currentVal \leftarrow \text{Read}(x)$
- $prob \leftarrow 1$
- **while** True do
  - One iteration is an update attempt
    - $heads \leftarrow \text{flip}(prob)$
    - if $heads$ then
      - $val \leftarrow \text{Modify}(currentVal)$
      - if $CAS(x, currentVal, val)$ then return
      - $newVal \leftarrow \text{Read}(x)$
      - if $newVal = currentVal$ then
        - $prob \leftarrow \text{max}(1, 2 \cdot prob)$
      - else
        - $prob \leftarrow prob/2$
      - $currentVal \leftarrow newVal$

### 4.1 Analysis

The most important factor for understanding the behaviour of our algorithm is the CAS-probabilities of the processes. These probabilities determine the expected number of reads and CAS attempts each
Figure 1: Simple state transition system for one process’s execution. The transitions $\rho$ can make are labeled with their name and their transition probability. The probability $\rho$ is determined by the adversary.

When considering a single process we mean (Figure 1). In addition to these states, we need one state in the chain active steps of $p$’s construction is in the active set, and thus keep track of each process’s probability states depend on its own CAS-probability—if it CASes, its successfully terminated. Thus, we can abstract the adversary’s power by saying it can pick any probability $\rho$ for how likely the state will go right, i.e., conflict with another process and decrease its probability. Note that in reality, if all participating processes are using the same protocol, the adversary will be more restricted than this, however despite the power we are giving the adversary this abstraction still allows us to prove the first important lemma of our analysis.

**Lemma 4.1.** Every process executes at most 4 CAS attempts in expectation before terminating.

For this Lemma, we will focus on any one process $p \in P$, and track its movement in the state transition system during a given execution $E$. In the rest of this section, unless otherwise indicated, all analysis refers to process $p$ and execution $E$ of Algorithm 3.

We denote by $R(i)$ the number of ‘right’ state transitions of $p$ from state $i$ to state $i + 1$ in $E$, and by $L(i)$ the number of ‘left’ state transitions of $p$ from $i$ to $i - 1$ in $E$. We first make an observation about these state transitions.

**Observation 1.** For every state $i$, $L(i + 1) \leq R(i) + 1$.

That is, the number of transitions from $i + 1$ to $i$ is at most the number of transitions from $i$ to $i + 1$, plus 1. This can be easily seen by considering, for every time $p$ transitions from $i$ to $i + 1$, how it got to state $i$. $p$ starts at state 0. Thus, for every state $i > 0$, the first time $p$ reaches state $i + 1$ is by going right from state $i$. However, for every subsequent time $p$ transitions right from $i$ to $i + 1$, it must have, at some point, gone left from $i + 1$ to $i$. Thus, the number of times $p$ transitions from $i$ to $i + 1$ is at most one more than the number of times it transitions from $i + 1$ to $i$.

**Proof of Lemma 4.1.** Consider execution $E[p]$; that is, the execution $E$ restricted to just the instructions of $p$, and let $C_E$ be the number of CAS attempts in this execution. We partition $E[p]$ into two buckets, and analyze each separately: for every state $i$, we place the first time $p$ reaches $i$ into the first bucket, denoted $Init$, and place every remaining instruction in the execution into the second bucket, called $Main$. Thus, $C_E = C_{Init} + C_{Main}$, where $C_{Init}$ and $C_{Main}$ correspond to the cost (number of CAS attempts) of $Init$ and $Main$ respectively.

Note that $Init$ corresponds to an execution in which $p$ only goes down in probability. In every state $i$ it reaches, it has probability $\frac{1}{2^i}$ of attempting a CAS, and thus expected cost of $\frac{1}{2^i}$ for that state. Thus, we can easily calculate its expected cost.

$$E[C_{Init}] = \sum_{i=0}^{\infty} 2^{-i} \leq 2.$$

We now consider the $Main$ bucket of the execution $E[p]$. There are two random variables that affect the steps that $p$ takes. The adversary can affect whether $p$ goes right or not, by picking a value for $\rho$ (see Figure 1). However, if $p$ does not go right, then only $p$’s coin flip determines whether it will go left or leave (this is independent of any choice of the adversary). We will charge the right transitions, that the adversary can affect, against the left-or-leave transition that the adversary cannot. We can do this since for every left transition from a state $i$ in the main bucket, there is at most one corresponding right transition from $i$ when it goes back.
We first show that the maximum number of steps of \(k\) when going right from state \(i\) (to avoid confusion with \(i\) for state and \(t\) for position in \(E[p]\)). Let \(C_{M,j}\) be the random variable for the remaining cost of \(Main\), after the \(j\)th step in \(D\), but not including the final successful CAS. If just before the \(j\)th step in \(D\), the process is at state \(i\), there is a \(c_j = \frac{1}{2}\) probability that the process will CAS and terminate. Thus, there is a \(1 - c_j\) probability that the execution will continue. We let \(R_j\) be the random variable indicating that the future right transition assign to \(j\) does a CAS. The expected cost (probability) of CA$S$ing when going right from state \(i\) is \(\frac{1}{2}\), but since there might not be a future right transition, \(E[R_j] \leq c_j\). We now have the following recurrence for the expectation of \(C_{M,j}\):

\[
E[C_{M,j}] = E[R_j] + (1 - c_j) E[C_{M,j+1}]
\]

The \(c_j\)'s represent the results of independent coin flips, and therefore the expectations can be multiplied. We therefore have:

\[
E[C_{M,1}] \leq c_1 + (1 - c_1) \cdot E[C_{M,2}]
\]

\[
= c_1 + (1 - c_1)(c_2 + (1 - c_2)(c_3 + (1 - c_3)(\ldots)))
\]

\[
= 1 - (1 - c_1) + (1 - c_1) \cdot c_2 + (1 - c_1)(1 - c_2) \cdot c_3 + \ldots
\]

\[
= 1 - (1 - c_1)(1 - c_2)(1 - c_3) \ldots
\]

\[
\leq 1
\]

Recall that in addition to this cost, there is exactly one successful CAS that causes \(p\) to terminate, so \(C_M = C_{M,1} + 1\). Adding this to the cost of the two buckets of the execution, we can bound the total expected cost of \(E[p]\) by \(E[E[C_E]] = E[C_T + C_M] \leq 2 + 1 + 1 = 4\). □

We now consider the total number of steps that \(p\) does in \(E\). Recall that a step, or an update attempt, is defined as an iteration of the loop in Algorithm 3, even if the process doesn’t execute a CAS. We first show that the maximum number of steps of \(p\) depends on the number of successful updates by other processes. For this purpose, we stop considering \(E[p]\) in isolation, and instead look at the execution \(E\) as a whole.

**Lemma 4.2 (Throughput Lemma).** For any process \(p\) and state \(i\), let \(t\) and \(t'\) be two times in \(E\) at which \(p\) executes a read instruction that causes it to transition to state \(i\). Then the number of steps \(p\) takes between \(t\) and \(t'\) is at most \(2k\), where \(k\) is the number of successful updates in the execution between \(t\) and \(t'\).

**Proof.** Let \(E' \subseteq E\) be a sub-execution where the first and last instructions in \(E'\) are by process \(p\), and both bring \(p\) to state \(i\). Let \(k\) be the number of successful updates that occur during \(E'\).

We say that \(p\) observes a successful update \(w\) if \(p\) decreased its probability due to the value written by \(w\). We note that for \(p\) to return to a state \(i\), it has to raise its probability exactly as many times as it decreases it, when counting starting at the last time it was at state \(i\). Note that \(p\) can only decrease its probability if it observes a new successful update. Since it must change its probability on every step, \(p\) raises its probability on every step where it does not observe a new update. Thus, one observed update’s effect gets ‘canceled out’ by one update attempt of \(p\) in which it did not observe any successful updates. Clearly, \(p\) can observe at most \(k\) successful updates during \(E'\). Thus, it can make at most \(k\) update attempts raising its probability, for a total of at most \(2k\) steps during \(E'\). □

**Corollary 4.3.** Every process makes at most \(2n\) update attempts during an execution of Algorithm 3, where \(n\) is the number of successful updates in the execution.

**Proof.** Consider any process \(p \in P\) and recall that every process starts the execution at state \(i = 0\). At this state, \(p\) has probability 1 of attempting a CAS. If, at any time, \(p\) is in state 0, and no successful update happens before its next step, then \(p\) succeeds and terminates. Note that there are at most \(n - 1\) successful updates by other processes during \(p\)'s execution, since each process only updates once. By Lemma 4.2, if \(p\) takes \(2n - 2\) steps without terminating, then \(p\) is back at state 0, and all other processes have executed successful updates. Thus, \(p\)'s next step is a CAS that succeeds, since all other processes have terminated. Therefore, \(p\) can make at most \(2n\) update attempts before it succeeds. □

We are now ready to analyze the entire execution.

**Theorem 4.4.** Algorithm 3 takes \(O(n^2)\) work in expectation for \(n\) processes to each successfully update the same location once.

**Proof.** Note that by Corollary 4.3, every process executing Algorithm 3 does at most \(O(n)\) instructions until it terminates. Thus, in the entire execution, there are \(O(n^2)\) instructions. Furthermore, by Lemma 4.1, only \(O(n)\) of these are CAS attempts in expectation. The rest must be read instructions.

Recall that \(\mathcal{W} = \sum_i |A_i|\), and that for all times \(t, |A_i| \leq n\). Furthermore, recall that CAS instructions conflict with every other instruction, but read instructions do not conflict with each other. Thus, a CAS instruction \(w\) executed at time \(t\) can cause every instruction \(i \in A_t\) such that \(i \prec A\) \(w\) to be delayed one time step. There are at most \(O(n)\) such delayed instructions per CAS instruction. In addition, any read instruction will be active for exactly one time step if there is no CAS instruction in front of it. Thus, we have:

\[
\mathcal{W} = O(n) \cdot O(n) + O(n^2) = O(n^3).
\]

We can extend our results to be with high probability. For this, the key is to show that there is a linear number of CAS attempts with high probability in every execution, and then the rest of the results carry through.

**Lemma 4.5.** There are \(O(n)\) CAS attempts in any execution with high probability.

**Proof.** We first show that, with high probability, no process attempts more than \(O(\log n)\) CAS instructions. To do this, we define an indicator variable \(X_i = 1\) if \(p\) executes a CAS instruction in its \(i\)th update attempt, and \(X_i = 0\) otherwise. Note that \(X_i\) is independent from \(X_j\) for all \(i \neq j\). Furthermore, let \(X = \sum_i X_i\). In Lemma 4.1, we show that \(E[X] \leq 4\). We can now use the Chernoff inequality to bound the probability of a single process attempting more than \(c \log n\) CAS instructions for any constant \(c\).

\[
P[X > (1 + c \log n) \cdot 4] \leq e^{-\frac{4c \log n}{2}} = \frac{1}{n^{1+\epsilon/3}}
\]
Thus, every process attempts at most $O(\log n)$ CAS instructions w.h.p. We can now use this bound on the number of CAS instructions per process when bounding the probability of getting more than a linear number of CAS attempts in the system in any execution.

We can now number the processes, and define, for each process $p_i$, $Y_i = w_i$ where $w_i$ is the number of CAS attempts $p_i$ executes in $E$. We assume that for every $i$, $Y_i \in [0, c \log n]$ for some constant $c$. Let $\bar{Y} = 1/n \sum_{i=1}^{n} Y_i$. Then by Lemma 4.1, $E[\bar{Y}] = 4$. Plugging this into Hoeffding’s inequality, we get

$$P[\bar{Y} \geq 5] \leq e^{-\frac{2n}{c^2 \log^2 n}}$$

Therefore, with high probability, there are at most 5$n$ CAS attempts in the execution $E$.

We thus have the following theorem.

**Theorem 4.6.** Algorithm 3 takes $O(n^2)$ work in expectation and with high probability for $n$ processes to each successfully update the same location once.

## 5 OTHER CONTENTION MODELS

Contention has been the subject of a lot of research in the past 25 years. Many researchers noted its effect on the performance of algorithms in shared memory and used backoff to mitigate its cost [3, 19, 22, 24]. Anderson [3] used exponential delay to improve the performance of spin locks. Herlihy [22] used a very similar exponential delay protocol in read-modify-write loops of lock-free and wait-free algorithms. However, all of these studies, while showing empirical evidence of the effectiveness of exponential delay, do not provide any theoretical analysis.

Studying the effect of contention in theory requires a good model to account for its cost. Gibbons, Matias and Ramachandran first introduced contention into PRAM models [17, 18]. They observed that the CRCW PRAM is not realistic, and instead defined the QRQW PRAM. This model allows for concurrent reads and writes, but queues them up at every memory location, such that the cost incurred is proportional to the number of such operations on location. Their model also allows processes to pipeline instructions. That is, processes are allowed to have multiple instructions enqueued on the memory at the same time. Instructions incur a delay at least as large as the length of the queue at the time they join.

Dwork, Herlihy and Waarts [12] defined memory stalls to account for contention. In their model, each atomic instruction on a base object has an invocation and a response. An instruction experiences a stall if, between its invocation and response, another instruction on the same location receives its response. Thus, if many operations access the same location concurrently, they could incur many stalls, capturing the effect of contention. In this model, the adversary is given more power than in ours. In particular, we can imagine our model’s ‘activation’ of an instruction as its invocation. Our model then allows the adversary to control the order of invocations of the instructions, but not their responses. Furthermore, Dwork et al.’s model does not distinguish between different types of instructions—all are assumed to conflict if they are on the same location. Thus, our model is similar to a version of Dwork et al.’s model that restricts the allowed executions according to instructions’ invocation order and only considers conflicts with modifying instructions. However, they still cannot deal with exponential delay since they have no direct measure of time.

Fich, Hendler and Shavit [13] defined a different version of memory stalls, based on Dwork et al.’s work. Their model distinguishes between instructions, or events, that may modify the memory and those that may not. An instruction is only slowed down by modifying instructions done by different processes on the same memory location. They show a lower bound on the number of stalls incurred by a single instruction in any implementation of a large class of objects. In our model, we consider the same types of conflicts as Fich et al. do. However, Fich et al. use the same fully adversarial model as in Dwork et al.’s work. Thus, our model allows only a subset of the executions allowed by theirs. However, even given the same execution, the two models do not assign it the same cost. In particular, in Fich et al.’s model, the only instructions that stall a given instruction $i$ are the modifying instructions immediately preceding it. Thus, if there is at least one read instruction between any constant number of modifying instructions, each will only suffer a constant number of stalls. The same is not true for our model.

Further work in this area was done by Kendler and Kutten [21]. Their work introduces a model that restricts the power of the adversary. They define the notion of $k$-synchrony, which, intuitively, states that no process is allowed to be more than a $k$ factor faster than any other process. They consider a model which assigns a cost to a given linearized execution by considering the dependencies between the instructions. While in their analysis they assume that all instructions on the same location contend, they discuss the possibility of treating read instructions differently than writes.

Atalar et al. [4] also address conflicts in shared memory and their effect on algorithm performance. They consider a class of lock-free algorithms whose operations do some local work, and then repeat a ‘Read-CAS loop’ (similar to our definition of an update attempt) until they succeed. Their proposed model divides conflicts into two types; hardware and logical conflicts. This division is reminiscent of our model’s ready vs. active instructions. However, the two classifications do not address the same sources of delays.

Contention has been studied in many settings other than shared memory as well. Bar-Yehuda, Goldreich and Itai [8] applied exponential backoff to the problem of broadcasting a message over multi-hop radio networks. In this setting, there are synchronous rounds in which nodes on a graph may transmit a message to all of their neighbors. A node gets a message in a given round if and only if exactly one of its neighbors transmitted in that round. They show that using exponential backoff, broadcast can be solved exponentially faster than any deterministic broadcast algorithm. Radio networks have since been extensively studied, and many new algorithms using backoff have been developed [7, 16, 20].

Similar backoff protocols have been considered for communication channels. Bender et al. [9] consider a simple channel with adversarial disruptions. They show that using a back-off/back-on approach, in which probability of transmission is allowed to rise in some cases, achieves better throughput. This is similar to the approach taken by our adaptive probability protocol. An in-depth study of backoff on multiple access channels is given by Bender et al. in [10]. They introduce a new backoff protocol which achieves good throughput, polylog transmission attempts, and robustness
to a disruptive adversary. Further work has been done on different varieties of communication channels [6, 11, 14, 15].

The models considered in these papers are similar to each other (with some variations on the initial state of the system, how collisions are handled, and the adversary’s power), but differ from shared memory in several important ways. Firstly, these communication networks generally assume synchronous rounds, whereas this is not reasonable for shared memory. Furthermore, unlike shared memory, running time in networks and communication channels is measured by the number of rounds for an algorithm to complete, regardless of how many transmissions are sent per round. However, in shared memory the cost grows with the number of attempted operations. Another difference is the behavior upon collision; in shared memory, one modifying operation still goes through, and slows down the rest, whereas in other communication models, no message can be transmitted in that round. Furthermore, a single ‘message’ in shared memory can take multiple steps (such as an update that is implemented with two instructions). These differences make it hard to apply results from other models directly to shared memory.

6 CONCLUDING REMARKS

We’ve presented a new cost model for contention in shared memory. Using insights from this model, we’ve proposed the adaptive probabilities algorithm and analyzed the work it requires when all processes update the same location. Furthermore, we’ve shown that in this situation, it beats the classic exponential backoff approach.

We believe that our work is a step in the direction of truly being able to analyze the performance of shared memory algorithms, and leaves many interesting open questions. Although we’ve only discussed the performance of these protocols on one specific use case, we believe that our results can be generalized to other scenarios. We note that update loops such as those we consider are common in many algorithms; they are used in implementations of many important objects such as locks, counters, and stacks. It would be interesting to see how these results transfer to implementations of lock-free data structures, and their performance with and without backoff mechanisms in place. One could also apply our analysis and adaptive probabilities approach to lock free algorithms that iterate on a more complicated procedure until they succeed. We also believe key ideas from our approach can be applied to early-exit protocols, such as test-and-set, where processes that fail may choose to leave without successfully updating.
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