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Sentiment Classification

� Negative: “a lousy movie that's not merely unwatchable , 
but also unlistenable.”

� Positive: “one of the greatest romantic comedies of the 
past decade.”

� Negative: “these guys seem great to knock back a beer 
with but they're simply not funny performers.”
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with but they're simply not funny performers.”

� Negative: totally overwrought , deeply biased , and wholly 
designed to make you feel guilty about ignoring what the 
filmmakers clearly believe are the greatest musicians of all 
time.”



Word Polarity

� Hatzivassiloglou & McKewon ‘97: Consider adjectives and 
extend by conjunctions (82%)

� … simple and well-received …

� … simplistic but well-received …

� Turney ’02:
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� SO(phrase) = PMI(phrase,”excellent”)-PMI(phrase,”poor”)

� Estimate by web hits (74%)

� Liu ‘04: Start with seed sets and expand with WordNet



From Word to Sentences

� Minqing Hu and Bing Liu ’04:  majority

� Kim & Hovy ‘04: product of sign, arithmetic or geometric 
mean (first and second was most useful)

� Popescu and Etzioni ‘05: Relaxation Labeling (optimization 
problem in three stages: word, phrase, sentence
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Prior Polarity Lexicon

General Inquirer ‘00

� Manual
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http://www.wjh.harvard.edu/~inquirer/



Prior Polarity Lexicon

Subjectivity Clues (Riloff & Wiebe ’03,’05)

� Automatically selected syntactic pattern
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http://www.cs.pitt.edu/mpqa/



Prior Polarity Lexicon

SentiWordNet (Esuli & Sebastiani ‘06)

� Classification of word gloss in dictionary
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http://sentiwordnet.isti.cnr.it/



Datasets

� Pang & Lee (‘02,’04) 

� Polarity Dataset– Long reviews: 1K+, 1K- (avg. 780 words)

� Subjectivity Dataset – Short review: 5K+, 5K- (avg. 21 words)

� Restaurant Reviews (50K+, 1-5 rating, avg. 34 words)
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To use later:

� Wiebe '06 (MPQA)

� Liu '04

� TREC Blog '06



Pang ‘02
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Experiment (Accuracy reported)

� SVM: Short reviews:  74% - Long reviews: 81%

� Boolean feature vector (tf or tfidf is worse)

� Only selected feature with tf ≥ 4 (50% accuracy using all 
features)

� Encoding negation was not helpful

� Boosting: 76%
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� Boosting: 76%

� Same for 1000-5000 rounds of training

� Almost the same for long and short reviews

� 5-gram lowered 3%



SVM Error Analysis

� Sequence Issues (e.g., … but …)

� interesting , but not compelling . 

� the effort is sincere and the results are honest , but the film is 
so bleak that it's hardly watchable . 

� Neg: not once does it come close to being exciting . 

Pos: while not all that bad of a movie , it's nowhere near 
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� Pos: while not all that bad of a movie , it's nowhere near 
as good as the original . 



Selecting Polar Words - Example

Positive score, Negative score[,mutiplicity]:

� GI the story is far-flung , illogical[0,1,1] , and 

plain[4,0,4] stupid[0,3,3] .  =Total=> 4 4

� SW the story is far-flung , illogical[0.625,0.375,2] , 

and plain[2.625,3.125,13] stupid[0.25,0.5,4] .  =Total=> 

3.5 4

SC 
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� SC the story is far-flung , illogical[0,1,1] , and 
plain[1,0,1] stupid[0,1,1] .  =Total=> 1 2



Accuracy

� Baseline: Random or all in one class: 50%

� Short reviews

� SC 70.9% (18.5% tie)

� GI 70.4% (23.2% tie)

� SW 59.9% (2.4% tie)
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� Long reviews (tie <1%)

� SC: 61.0%

� GI: 56.6%

� SW: 56.2%
6-10 times more error for negatives than positives



Feature Selection - Boosting

Unigram - Short reviews (after pruning)

Neg Pos
blank 4.7moodiness 5.5

stunt 4.7combine 4.6

disappointment 4.6 fulfill 4.4

brawny 4.6priceless 4.2

whiny 4.5mesmerizing 3.8

stumble 4.4concern 3.8

Unigram - Short reviews

Neg Pos
bore 6.1outlandish 5.7

dogs 4.7moodiness 5.5

blank 4.7 liberating 4.9

stunt 4.7 combine 4.6

disappointment 4.6 shrek 4.5

benigni 4.6 screams 4.5

Prune = overlap 
with prior 
priority
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stumble 4.4concern 3.8

claim 4.3vividly 3.7

mud 4.3glorious 3.7

routine 4.3sly 3.7

disguise 3.9 ingenious 3.7

erratic 3.9 refreshingly 3.7

pointless 3.8engrossing 3.6

incoherent 3.8happily 3.6

horrible 3.7accurate 3.6

uninspired 3.7harrowing 3.5

choppy 3.6gently 3.5

bother 3.6 image 3.5

exhausting 3.6wash 3.4

strained 3.6soulful 3.4

soggy 3.6higher 3.4

benigni 4.6 screams 4.5

brawny 4.6 fulfill 4.4

whiny 4.5eyerolling 4.4

gotten 4.5 tape 4.3

stumble 4.5 priceless 4.2

dimwitted 4.4 groantoguffaw 4.2

demmes 4.4mesmerizing 3.8

limitations 4.3 concern 3.8

claim 4.3 vividly 3.7

mud 4.3bourne 3.7

routine 4.3 glorious 3.7

paint 4.2 sly 3.7

disguise 4.0 ingenious 3.7

erratic 3.9 refreshingly 3.7

pointless 3.8 bride 3.7



Feature Selection - Boosting

the story is far-flung , illogical , and plain[0,1.73,1] 

stupid[0,2.56,1] .  =Total=> 0 4.30
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3/5/200816

>3: will grab your children by the imagination and amaze them and 

amuse them . 0 0

>2: will grab your children by the imagination and amaze[2.14,0.00] 

them and amuse them . 2.14 0

>1: will grab your children by the imagination and amaze[2.14,0.00] 

them and amuse[1.01,0.00] them . 3.15 0

>0: will grab your children by[0.00,0.11] the imagination 

and[0.23,0.00] amaze[2.14,0.00] them and[0.23,0.00] 

amuse[1.01,0.00] them . 3.60 0.11

28
0

4 3 2 1 0



Feature Selection - Boosting
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* Boosting is trained on 2/3 of this data



Sequence Model - CRF
� Setup

� Boosting features threshold at 1 and pruned
� 6 gram for CRF
� Only subjective sentences

� Trained on 2/3 and tested on 1/3
� repeated but not cross validation yet
� Total tokens 59446 in test set

+
fascinated  
superlative  
amazingly  
workmanlike  
inventively  
resent  
superstitious  

-
sorrowful  
uninhibited  
irreverent  
unfree
deserved  
minkoff
dispossessed  
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� Result
� 56 + and 97 - more than training
� 38 + and 29 – completely new

� Incorrect:
� True - : missed 251 times and as + : 5
� True + : missed 205 times and as - : 1
� Correct: 3787 - and 3275 +

� However, classification improvement is small (added with weight 3)

superstitious  
funny/gritty  
densely  
ethereal 

dispossessed  
discomfort  
woodland  
missive 
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