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Abstract

ALLIANCE is a software architecture that facilitates the fault tolerant cooperative control of teams of heterogeneous mobile robots performing missions composed of loosely coupled subtasks that may have ordering dependencies. ALLIANCE allows teams of robots, each of which possesses a variety of high-level functions that it can perform during a mission, to individually select appropriate actions throughout the mission based on the requirements of the mission, the activities of other robots, the current environmental conditions, and the robot’s own internal states. ALLIANCE is a fully distributed, behavior-based architecture that incorporates the use of mathematically-modeled motivations (such as impatience and acquiescence) within each robot to achieve adaptive action selection. Since cooperative robotic teams usually work in dynamic and unpredictable environments, this software architecture allows the robot team members to respond robustly, reliably, flexibly, and coherently to unexpected environmental changes and modifications in the robot team that may occur due to mechanical failure, the learning of new skills, or the addition or removal of robots from the team by human intervention. The feasibility of this architecture is demonstrated in an implementation on a team of mobile robots performing a laboratory version of hazardous waste cleanup.

I. Introduction

A. Motivation

A key driving force in the development of mobile robotic systems is their potential for reducing the need for human presence in dangerous applications. Applications such as the cleanup of toxic waste, nuclear power plant decommissioning, planetary exploration, fire fighting, search and rescue missions, security, surveillance, and reconnaissance tasks have elements of danger in which human casualties are possible, or even likely. In all of these applications, it is desirable to reduce the risk to humans through the use of autonomous robot technology. Other applications, such as manufacturing or industrial and/or household maintenance, are of a highly repetitive nature, creating tasks that humans find monotonous or fatiguing. In these cases, the quality of the solution may be increased by employing autonomous agents.

One approach to creating an autonomous robotic solution to a given application is to try to build a single robot to address that application. This robot would be designed to have all of the capabilities necessary to complete the mission on its own, perhaps with some guidance from a human controller. For smaller-scale applications, the single robot approach is often feasible. However, a large number of the human solutions to these real world applications of interest employ the use of multiple humans supporting and complementing each other. Rather than having one human performing the task alone, a team of workers is formed that have a variety of specialized skills. These workers are available to help each other, and to provide individualized expertise when needed in the application. Each human team member is typically assigned a role (or roles) to fulfill during the mission that is based upon that human’s skills and experience. The humans will also share some common capabilities that allow them to perform some tasks interchangeably, depending upon the workload of the individual during the mission. Unexpected events may occur during the mission that require a dynamic reallocation of tasks by the humans
to address the new circumstances. Many examples of human teams of this type can be found that are very successful and efficient in performing their mission. Real-world applications that are well-suited for team-based approaches include the U.S. Department of Energy applications of decontamination and decommissioning of legacy manufacturing facilities and hazardous waste cleanup; the U.S. Department of Defense applications of surveillance and reconnaissance and remote warfare; the NASA applications of space exploration; and commercial and private applications of industrial and household maintenance, firefighting, search and rescue, and security. Most of these applications are composed of tasks that are inherently distributed, either in space, time, or functionality, and thus require a distributed solution.

Since realistic human solutions to these types of applications require multiple humans to work together, it is feasible to examine the use of robot teams for automated solutions to these tasks. There are a number of potential advantages to using a distributed mobile robot system. It may be possible to reduce the total cost of the system by constructing multiple simpler robots rather than a monolithic single robot. The complexity of many environments or missions may actually require a mixture of robotic capabilities that is too extensive to design into a single robot. In the general case, a robot team consists of a variety of types of robots, each type of which specializes in (possibly overlapping) areas of capability. Utilizing a team of robots may make it possible to increase the robustness of the system by taking advantage of the parallelism and redundancy of multiple robots. Additionally, time constraints may require the use of multiple robots working simultaneously on different aspects of the mission in order to successfully accomplish the objective. Certainly, a distributed solution is the only viable approach for the application domains mentioned above that are inherently distributed in time, space, and/or functionality. Thus, in the most general case, the robot team would consist of a variety of heterogeneous types of robots working together to accomplish the mission that no individual robot could accomplish alone.

However, the use of multiple robots is not without its disadvantages. If not properly constructed, multi-robot systems may actually increase the complexity of an automated solution rather than simplifying it. In multi-robot approaches, one has to deal with many challenging issues that do not arise in single-robot systems, such as achieving coherence, determining how to decompose and allocate the problem among a group of robots, determining how to enable the robots to interact, and so forth. In fact, the difficulties in designing a cooperative team are significant. In [5], Bond and Gasser describe the basic problems the field of Distributed Artificial Intelligence must address; those aspects directly related to situated multi-robot systems include the following:

- How do we formulate, describe, decompose, and allocate problems among a group of intelligent agents?
- How do we enable agents to communicate and interact?
- How do we ensure that agents act coherently in their actions?
- How do we allow agents to recognize and reconcile conflicts?

These are challenging issues which have been extensively studied, but yet still have many open research issues remaining to be addressed. As described in the following section, while much research in recent years has addressed the issues of autonomous robots and multi-robot cooperation, current robotics technology is still far from achieving many of these real world applications. We believe that one reason for this technology gap is that previous work has not adequately addressed the issues of fault tolerance and adaptivity. Here, by fault tolerance, we mean the ability of the robot team to respond to individual robot failures or failures in communication that may occur at any time during the mission. The fault tolerant response of interest in this article is the dynamic re-selection (or re-allocation) of tasks by robot team members due to robot failures or a dynamically changing environment. We want the robot team as a whole to be able to complete its mission to the greatest extent possible in spite of any single-point failure. By adaptivity, we mean the ability of the robot team to change its behavior over time in response to a dynamically changing environment, changes in the team mission, or changes in the team capabilities or composition, to either improve performance or to prevent unnecessary degradation in performance.

The ALLIANCE architecture described in this article offers one solution to multi-robot cooperation that not only addresses the issues inherent in any multi-robot team, but also allows the robotic teams to be fault tolerant, reliable, and adaptable. Requiring fault tolerance in a cooperative architecture emphasizes the need to build teams that minimize their vulnerability to individual robot outages (either full or partial outages). Reliability refers to the dependability of a system, and whether it functions properly and correctly each time it is utilized. This concept differs slightly from fault tolerance in that we want to be assured that a robot team correctly accomplishes its mission even when individual robot failures do not occur. One measure of the reliability of the architecture is its ability to guarantee that the mission will be solved, within certain operating constraints, when applied to any given cooperative robot team. Adaptivity in a cooperative team allows that team to be responsive
to changes in individual robot skills and performance, to dynamic environmental changes, and to changes in the robot team composition as robots dynamically join or leave the cooperative team.

This article describes the control architecture, ALLIANCE, that we have developed which facilitates fault tolerant, reliable, and adaptive cooperation among small- to medium-sized teams of heterogeneous mobile robots, performing (in dynamic environments) missions composed of independent tasks that can have ordering dependencies. We begin by describing the related work in this area, followed by a detailed discussion of the features of ALLIANCE. We then illustrate the viability of this architecture by describing the results of implementing ALLIANCE on a team of robots performing a laboratory version of hazardous waste cleanup, which requires the robots to find the initial locations of two spills, move the two spills to a goal destination, and periodically report the team’s progress to a human monitoring the mission. In the appendix, we supply a proof of ALLIANCE’s mission termination for a restricted set of cooperative robotic applications.

II. RELATED WORK

The amount of research in the field of cooperative mobile robotics has grown substantially in recent years. This work can be broadly categorized into two groups: swarm-type cooperation and “intentional” cooperation. (This paper addresses the second area of cooperation.) The swarm-type approach to multi-robot cooperation deals with large numbers of homogeneous robots. This approach is useful for non-time-critical applications involving numerous repetitions of the same activity over a relatively large area, such as cleaning a parking lot or collecting rock samples on Mars. The approach to cooperative control taken in these systems is derived from the fields of neurobiology, ethology, psychophysics, and sociology, and is typically characterized by teams of large numbers of homogeneous robots, each of which has fairly limited capabilities on its own. However, when many such simple robots are brought together, globally interesting behavior can emerge as a result of the local interactions of the robots. Such approaches usually rely on mathematical convergence results (such as the random walk theorem [12]) that indicate the desired outcome over a sufficiently long period of time. A key research issue in this scenario is determining the proper design of the local control laws that will allow the collection of robots to solve a given problem.

A number of researchers have studied the issues of swarm robotics. Deneubourg et al. [16] describe simulation results of a distributed sorting algorithm. Theraulaz et al. [36] extract cooperative control strategies, such as foraging, from a study of Polistes wasp colonies. Steels [34] presents simulation studies of the use of several dynamical systems to achieve emergent functionality as applied to the problem of collecting rock samples on a distant planet. Droogel and Ferber [17] describe simulation studies of foraging and chain-making robots. In [25] Mataric describes the results of implementing group behaviors such as dispersion, aggregation, and flocking on a group of physical robots. Beni and Wang [4] describe methods of generating arbitrary patterns in cyclic cellular robotics. Kube and Zhang [22] present the results of implementing an emergent control strategy on a group of five physical robots performing the task of locating and pushing a brightly lit box. Stilwell and Bay [35] present a method for controlling a swarm of robots using local force sensors to solve the problem of the collective transport of a palletized load. Arkin et al. [1] present research concerned with sensing, communication, and social organization for tasks such as foraging. The CEBOT work, described in [19] and many related papers, has many similar goals to other swarm-type multi-robotic systems; however, the CEBOT robots can be one of a number of robot classes, rather than purely homogeneous.

The primary difference between these approaches and the problem addressed in this article is that the above approaches are designed strictly for homogeneous robot teams, in which each robot has the same capabilities and control algorithm. Additionally, issues of efficiency are largely ignored. However, in heterogeneous robot teams such as those addressed in this article, not all tasks can be performed by all team members, and even if more than one robot can perform a given task, they may perform that task quite differently. Thus the proper mapping of subtasks to robots is dependent upon the capabilities and performance of each robot team member. This additional constraint brings many complications to a workable architecture for robot cooperation, and must be addressed explicitly to achieve the desirable level of cooperation.

The second primary area of research in cooperative control deals with achieving “intentional” cooperation among a limited number of typically heterogeneous robots performing several distinct tasks. In this type of cooperative system, the robots often have to deal with some sort of efficiency constraint that requires a more directed type of cooperation than is found in the swarm approach described above. Furthermore, this second type of mobile robotic mission usually requires that several distinct tasks be performed. These missions thus
usually require a smaller number of possibly heterogeneous mobile robots involved in more purposeful cooperation. Although individual robots in this approach are typically able to perform some useful task on their own, groups of such robots are often able to accomplish missions that no individual robot can accomplish on its own. Key issues in these systems include robustly determining which robot should perform which task so as to maximize the efficiency of the team and ensuring the proper coordination among team members to allow them to successfully complete their mission.

Two bodies of previous research are particularly applicable to this second type of cooperation. First, several researchers have directly addressed this cooperative robot problem by developing control algorithms and implementing them either on physical robots or on simulations of physical robots that make reasonable assumptions about robot capabilities. Examples of this work include Norels [26], who describes a sense-model-plan-act control architecture which includes three layers of control: the planner level, which manages coordinated protocols, decomposes tasks into smaller subunits, and assigns the subtasks to a network of robots; the control level, which organizes and executes a robot’s tasks; and the functional level, which provides controlled reactivity. He reports on the implementation of this architecture on two physical mobile robots performing convoysing and box pushing. In both of these examples, one of the robots acts as a leader, and the other acts as a follower.

Caloud et al. [9] describe another sense-model-plan-act architecture which includes a task planner, a task allocator, a motion planner, and an execution monitor. Each robot obtains goals to achieve either based on its own current situation, or via a request by another team member. They use Petri Nets for interpretation of the plan decomposition and execution monitoring. In this paper they report on plans to implement their architecture on three physical robots.

In [2] and elsewhere, Asama et al. describe their decentralized robot system called ACTRESS, addressing the issues of communication, task assignment, and path planning among heterogeneous robotic agents. Their approach revolves primarily around a negotiation framework which allows robots to recruit help when needed. They have demonstrated their architecture on mobile robots performing a box pushing task.

Wang [37] addresses a similar issue to that addressed in this article — namely, dynamic, distributed task allocation when more than one robot can perform a given task. He proposes the use of several distributed mutual exclusion algorithms that use a “sign-board” for inter-robot communication. These algorithms are used to solve problems including distributed leader finding, the N-way intersection problem, and robot ordering. However, this earlier paper does not address issues of dynamic reallocation due to robot failure and efficiency issues due to robot heterogeneity.

Cohen et al. [13] propose a hierarchical subdivision of authority to address the problem of cooperative firefighting. They describe their Phoenix system, which includes a generic simulation environment and a real-time, adaptive planner. The main controller in this architecture is called the Fireboss, which maintains a global view of the environment, forms global plans, and sends instructions to agents to activate their own local planning.

A huge amount of research in optimal task allocation and scheduling has been accomplished previously (e.g. [14]). However, these approaches alone are not directly applicable to multi-robot missions, since they do not address multi-robot performance in a dynamic world involving robot heterogeneity, sensing uncertainty, and the nondeterminism of robot actions.

The second, significantly larger, body of research related to intentional cooperation comes from the Distributed Artificial Intelligence (DAI) community, which has produced a great deal of work addressing “intentional” cooperation among generic agents. However, these agents are typically software systems running as interacting processes to solve a common problem rather than embodied, sensor-based robots. In most of this work, the issue of task allocation has been the driving influence that dictates the design of the architecture for cooperation. Typically, the DAI approaches use a distributed, negotiation-based mechanism to determine the allocation of tasks to agents. See [5] for many of the seminal papers in this field.

Our approach is distinct from these earlier DAI approaches in that we embed task-oriented missions in behavior-based systems and directly address solutions to fault tolerant, adaptive control. Although the need for fault tolerance is noted in the earlier architectures, they typically either make no serious effort at achieving fault tolerant, adaptive control or they assume the presence of unrealistic “black boxes” that continually monitor the environment and provide recovery strategies (usually involving unspecified replanning mechanisms) for handling various types of unexpected events. Thus, in actuality, if one or more of the robots or the communication system fails under these approaches, the entire team is subject to catastrophic failure. Experience with physical mobile robots has shown, however, that robot failure is very common, not only due to the complexity of the
robots themselves, but also due to the complexity of the environment in which these robots must be able to operate. Thus, control architectures must explicitly address the dynamic nature of the cooperative team and its environment to be truly useful in real-world applications. Indeed, the approach to cooperative control developed in this article has been designed specifically with the view toward achieving fault tolerance and adaptivity.

Additionally, the earlier approaches break the problem into a traditional AI sense-model-plan-act decomposition rather than the functional decomposition used in behavior-based approaches. The traditional approach has likely been favored because it presents a clean subdivision between the job planning, task decomposition, and task allocation portions of the mission to be accomplished — a segmentation that may, at first, appear to simplify the cooperative team design. However, the problems with applying these traditional approaches to physical robot teams are the same problems that currently plague these approaches when they are applied to individual situated robots. As argued by Brooks in [8] and elsewhere, approaches using a sense-model-plan-act framework have been unable to deliver real-time performance in a dynamic world because of their failure to adequately address the situatedness and embodiment of physical robots. Thus, a behavior-based approach to cooperation was utilized in ALLIANCE to increase the robustness and adaptivity of the cooperative team.

Refer to [11] for a detailed review of much of the existing work in cooperative robotics.

III. ALLIANCE

A. Assumptions

In the design of any control scheme, it is important to make explicit those assumptions underlying the approach. Thus, before describing the ALLIANCE architecture in detail, we first discuss the assumptions that were made in the design of this architecture. Note that these assumptions are made within the context (described earlier) of solving the problem of multi-robot cooperation for small- to medium-sized teams of heterogeneous robots performing missions composed of independent subtasks that may have ordering dependencies.

Our assumptions are as follows:
1. The robots on the team can detect the effect of their own actions, with some probability greater than 0.
2. Robot \( r_i \) can detect the actions of other team members for which \( r_i \) has redundant capabilities, with some probability greater than 0; these actions may be detected through any available means, including explicit broadcast communication.
3. Robots on the team do not lie and are not intentionally adversarial.
4. The communications medium is not guaranteed to be available.
5. The robots do not possess perfect sensors and effectors.
6. Any of the robot subsystems can fail, with some probability greater than 0.
7. If a robot fails, it cannot necessarily communicate its failure to its teammates.
8. A centralized store of complete world knowledge is not available.

We make the first assumption — a robot’s detection of the effect of its own actions — to ensure that robots have some measure of feedback control and do not perform their actions purely with open-loop control. However, we do not require that robots be able to measure their own effectiveness with certainty, because we realize this rarely happens on real robots.

The second assumption deals with the problem of action recognition — the ability of a robot to observe and interpret the behavior of another robot. Previous research in cooperative robotics has investigated several possible ways of providing action recognition to robot teams — from implicit cooperation through sensory feedback to explicit cooperation using the exchange of communicated messages. For example, Huber and Durfee [20] have developed a multiple resolution, hierarchical plan recognition system to coordinate the motion of two interacting mobile robots based upon belief networks. Other researchers have studied the effect of communication in providing action knowledge. For example, MacLennan [24] investigates the evolution of communication in simulated worlds and concludes that the communication of local robot information can result in significant performance improvements; Werner and Dyer [38] examine the evolution of communication which facilitates the breeding and propagation of artificial creatures; and Balch and Arkin [3] examine the importance of communication in robotic societies performing forage, consume, and graze tasks, finding that communication can significantly improve performance for tasks involving little implicit communication through the world, and that communication of current robot state is almost as effective as communication of robot goals.

In the current article, we do not require that a robot be able to determine a teammate’s actions through passive observation, which can be quite difficult to achieve. Instead, we enable robots to learn of the actions of
their teammates through an explicit communication mechanism, whereby robots broadcast information on their current activities to the rest of the team.

Third, we assume that the robots are built to work on a team, and are neither in direct competition with each other, nor are attempting to subvert the actions of their teammates. Although conflicts may arise at a low level due to, for example, a shared workspace, we assume that at a high level the robots share compatible goals. (Note, however, that some multi-robot team applications may require the ability to deal with adversarial teams, such as military applications or team competitions (e.g. robot soccer). This is not covered in this article.)

We further assume that any subsystem of the team, such as communications, sensors, and effectors, or individual robots, are subject to failure, thus leading to assumptions four through seven.

Finally, we assume that robots do not have access to some centralized store of world knowledge, and that no centralized agent is available that can monitor the state of the entire robot environment and make controlling decisions based upon this information.

B. Overview of ALLIENCE

As already discussed, a major design goal in the development of ALLIENCE is to address the real-world issues of fault tolerance and adaptivity when using teams of fallible robots with noisy sensors and effectors. Our aim is to create robot teams that are able to cope with failures and uncertainty in action selection and action execution, and with changes in a dynamic environment. Because of these design goals, we developed ALLIENCE to be a fully distributed, behavior-based software architecture which gives all robots the capability to determine their own actions based upon their current situation. No centralized control is utilized, so that we can investigate the power of a fully distributed robotic system to accomplish group goals\(^1\). The purpose of this approach is to maintain a purely distributed cooperative control scheme which affords an increased degree of robustness; since individual agents are always fully autonomous, they have the ability to perform useful actions even amidst the failure of other robots.

ALLIENCE defines a mechanism that allows teams of robots, each of which possesses a variety of high-level functions that it can perform during a mission, to individually select appropriate actions throughout the mission based on the requirements of the mission, the activities of other robots, the current environmental conditions, and the robot's own internal states. This mechanism is based upon the use of mathematically-modeled motivations within each robot, such as impatience and acquiescence, to achieve adaptive action selection. Under the behavior-based framework, the task-achieving behaviors of each robot receive sensory input and control some aspect of the actuator output. Lower-level behaviors, or competences, correspond to primitive survival behaviors such as obstacle avoidance, while the higher-level behaviors correspond to higher goals such as map building and exploring. The output of the lower-level behaviors can be suppressed or inhibited by the upper layers when necessary. Within each layer of competence may be a number of simple modules interacting via inhibition and suppression to produce the desired behavior. This approach has been used successfully in a number of robotic applications, several of which are described in [7].

Extensions to this approach are necessary, however, when a robot must select among a number of competing actions — actions which cannot be pursued in parallel. Unlike typical behavior-based approaches, ALLIENCE delineates several behavior sets that are either active as a group or are hibernating. Figure 1 shows the general architecture of ALLIENCE and illustrates three such behavior sets. Each behavior set of a robot corresponds to those levels of competence required to perform some high-level task-achieving function. Because of the alternative goals that may be pursued by the robots, the robots must have some means of selecting the appropriate behavior set to activate. This action selection is controlled through the use of motivational behaviors, each of which controls the activation of one behavior set. Due to conflicting goals, only one behavior set is active at any point in time (implemented via cross-inhibition of behavior sets). However, other lower-level competences such as collision avoidance may be continually active regardless of the high-level goal the robot is currently pursuing. Examples of this type of continually active competence are shown generically in figure 1 as layer 0, layer 1, and layer 2.

C. Motivational Behaviors

In ALLIENCE, the ability for robots to respond to unexpected events, robot failures, and so forth, is provided through the use of motivations. These motivations are designed to allow robot team members to perform tasks

\(^1\) Note that we are not claiming that centralized or hierarchical control approaches are never needed.
only as long as they demonstrate their ability to have the desired effect on the world. This differs from the commonly used technique for task allocation that begins with breaking down the mission (or part of the mission) into subtasks, and then computing the “optimal” robot-to-task mapping based upon agent skill levels, with little recourse for robot failures after the allocation has occurred.

The motivations are utilized in each motivational behavior, which is the primary mechanism for achieving adaptive action selection in this architecture. At all times during the mission, each motivational behavior receives input from a number of sources, including sensory feedback, inter-robot communication, inhibitory feedback from other active behaviors, and internal motivations. This input is combined (in a manner described below) to generate the output of a motivational behavior at any point in time. This output defines the activation level of its corresponding behavior set, represented as a non-negative number. When this activation level exceeds a given threshold, the corresponding behavior set becomes active.

Two types of internal motivations are modeled in ALLIANCE — robot impatience and robot acquisitiveness. The impatience motivation enables a robot to handle situations when other robots (outside itself) fail in performing a given task. The acquisitiveness motivation enables a robot to handle situations in which it, itself, fails to properly perform its task. Intuitively, a motivational behavior works as follows. A robot’s motivation to activate any given behavior set is initialized to 0. Then over time, that robot’s motivation to perform a given behavior set increases at a fast rate of impatience (defined explicitly below) as long as the task corresponding to that behavior set is not being accomplished by any robot team member. The robot, however, should also be responsive to the actions of its teammates, adapting its task selection to the activities of other robot team members. Thus, if the $i$th robot $r_i$ is aware that the $k$th robot $r_k$ is working on a particular task, $r_i$ should be satisfied for some period of time that that task is going to be accomplished even without its own participation in the task, and thus go on to some other applicable action. Robot $r_i$’s motivation to activate its corresponding behavior set continues to increase, but at a slower rate of impatience. This characteristic prevents robots from replicating each other’s actions and thus wasting needless energy.

As a simple example, consider a team of two robots unloading boxes from a truck and placing them on one of two conveyor belts, depending upon the labeling on the box. Both of the robots, call them $A$ and $B$, have the ability to unload boxes from the truck to a temporary storage location, and the ability to move them from the temporary storage location to the appropriate conveyor belt. (We assume that, due to the way the loading dock
is designed, the robots cannot move boxes immediately from the truck to the conveyor belt). At the beginning of the mission, say robot $A$ elects to unload the boxes from the truck. Robot $B$ is then satisfied that the boxes will be unloaded, and proceeds to move the boxes from the temporary location to the conveyor belt when applicable. As the mission progresses, however, let us assume that robot $A$’s box-detection sensor (e.g. a camera) becomes dirty and prevents $A$ from locating boxes. Since no more boxes are arriving at the temporary location, robot $B$ becomes more and more impatient to take over the task of unloading boxes. After a period of time, $B$ takes over the task of unloading boxes, even though robot $A$ is still attempting to accomplish that task — unaware that its sensor is returning faulty readings.

Before continuing with this example, we note here that detecting and interpreting the actions of other robots is not a trivial problem, and often requires perceptual abilities that are not yet possible with current sensing technology. As it stands today, the sensory capabilities of even the lower animals far exceed present robotic capabilities. Thus, to enhance the robots’ perceptual abilities, ALLIANCE utilizes a simple form of broadcast communication to allow robots to inform other team members of their current activities, rather than relying totally on sensing through the world. Thus, at some pre-specified rate, each robot $r_i$ broadcasts a statement of its current action, which other robots may listen to or ignore as they wish. No two-way conversations are employed in this architecture. Each robot is designed to be somewhat impatient in the effect of communicated messages, however, in that a robot $r_i$ is only willing for a certain period of time to allow the communicated messages of another robot to affect its own motivation to activate a given behavior set. Continued sensory feedback indicating that a task is not getting accomplished overrides the statements of another robot that it is performing that task. This characteristic allows robots to adapt to failures of other robots, causing them to ignore the activities of a robot that is not successfully completing its task.

A complementary characteristic in these robots is that of acquiescence. Just as the impatience characteristic reflects the fact that other robots may fail, the acquiescence characteristic indicates the recognition that a robot itself may fail. This feature operates as follows. As a robot $r_i$ performs a task, its willingness to give up that task increases over time as long as the sensory feedback indicates the task is not being accomplished. As soon as some other robot $r_k$ indicates it has begun that same task and $r_j$ feels it (i.e $r_j$) has attempted the task for an adequate period of time, the unsuccessful robot $r_i$ gives up its task in an attempt to find an action at which it is more productive. However, even if another robot $r_k$ has not taken over the task, robot $r_i$ may give up its task anyway if the task is not completed in an acceptable period of time. This allows $r_i$ the possibility of working on another task that may prove to be more productive rather than becoming stuck performing the unproductive task forever. With this acquiescence characteristic, therefore, a robot is able to adapt its actions to its own failures. Continuing our earlier simple example, this characteristic of acquiescence is demonstrated in robot $A$, which gives up trying to unload the truck when robot $B$ takes over that task. Depending upon its self-monitoring capabilities, robot $A$ will then either attempt to perform the second task of moving boxes to the conveyor belt (probably unsuccessfully) or give up altogether. Robot $B$ would then be motivated to move the boxes from the storage site to the conveyor belt after it had completed unloading the task. In ALLIANCE, the mission could also be designed in such a way that robot $B$ interleaves a period of unloading the truck with a period of moving boxes to the conveyor belt.

The design of the motivational behaviors in ALLIANCE also allows the robots to adapt to unexpected environmental changes which alter the sensory feedback. The need for additional tasks can suddenly occur, requiring the robots to perform additional work (e.g. another truck of boxes arrives in our simple example), or existing environmental conditions can disappear and thus relieve the robots of certain tasks (e.g. the truck of boxes drives away). In either case, the motivations fluidly adapt to these situations, causing robots to respond appropriately to the current environmental circumstances.

We note that the parameters controlling motivational rates of robots under the ALLIANCE architecture can adapted over time based upon learning. A learning mechanism we have developed allows the rates of impatience and acquiescence to be context and environment sensitive. An extension to ALLIANCE, called L-ALLIANCE (for Learning ALLIANCE), provides the mechanisms for accomplishing this adaptation. This parameter adaptation capability is described in section III-E. For more details, refer to [31].

C.1 Comparison to Negotiation

We now compare the ALLIANCE task allocation mechanism to a common approach used in distributed artificial intelligence (DAI) systems for multi-agent task allocation — a negotiation-based mechanism. In general, the
negotiation schemes have no centralized agent that has full control over which tasks individual team members should perform. Instead, many agents know which subtasks are required for various portions of the mission to be performed, along with the skills required to achieve those subtasks. These agents then broadcast a request for bids to perform these subtasks, to which other agents may respond if they are available and want to perform these tasks. The broadcasting agent then selects an agent from those that respond and awards the task to the winning agent, who then commences to perform that task, recruiting yet other agents to help if required. One example of a popular negotiation protocol that has been used extensively is the contract-net protocol [15], [33]; other negotiation schemes are described in [18], [21], [32], [39].

However, although DAI work has demonstrated success with this approach in a number of domains (e.g. distributed vehicle monitoring [23] and distributed air traffic control [10]), the proposed solutions have not been adequately demonstrated in situated agent (i.e. robotic) teams, which have to live in, and react to, dynamic and uncertain environments amidst noisy sensors and effectors, frequent agent failures, and a limited bandwidth, noisy communication mechanism. The DAI approaches typically assume the presence of “black boxes” to provide high-level, nearly-perfect sensing and action capabilities. However, these DAI approaches typically ignore or only give brief treatment to the issues of robot performance of those tasks after they have been allocated. Such approaches usually assume the robots will eventually accomplish the task they have been assigned, or that some external monitor will provide information to the robots on dynamic changes in the environment or robot performance. However, to realistically design a cooperative approach to robotics, we must include mechanisms within the software control of each robot that allow the team members to recover from dynamic changes in their environment, or failures in the robot team or communication mechanism.

Thus, we developed the ALLIANCE architecture to explicitly address the issue of fault tolerance amidst possible robot and communication failures. The ALLIANCE architecture provides each robot with sufficient autonomy to make decisions on its actions at all times during a mission, taking into consideration the actions of other agents and their effects upon the world. While some efficiency may be lost as a consequence of not negotiating the task subdivision in advance, robustness is gained if robot failures or other dynamic events occur at any time during the mission. We speculate that a hybrid combination of negotiation and the ALLIANCE motivational mechanisms would enable a system to experience the benefits of both approaches. This is a topic for future research.

D. Discussion of Formal Model of ALLIANCE

Let us now look in detail at how our philosophy regarding action selection is incorporated into the motivational behavior mechanism.

First, let us formally define our problem as follows. Let the set \( R = \{r_1, r_2, \ldots, r_n\} \) represent the set of \( n \) heterogeneous robots composing the cooperative team, and the set \( T = \{\text{task}_1, \text{task}_2, \ldots, \text{task}_m\} \) represent \( m \) independent subtasks which compose the mission. We use the term high-level task-achieving function to correspond intuitively to the functions possessed by individual robots that allow the robots to achieve tasks required in the mission. These functions map very closely to the upper layers of the subsumption-based control architecture [6]. In the ALLIANCE architecture, each behavior set supplies its robot with a high-level task-achieving function. Thus, in the ALLIANCE architecture, the terms high-level task-achieving function and behavior set are synonymous. We refer to the high-level task-achieving functions, or behavior sets, possessed by robot \( r_i \) in ALLIANCE as the set \( A_i = \{a_{i1}, a_{i2}, \ldots\} \). Since different robots may have different ways of performing the same task, we need a way of referring to the task a robot is working on when it activates a behavior set. Thus, we define the set of \( n \) functions \( \{h_1(a_{1h}), h_2(a_{2h}), \ldots, h_n(a_{nh})\} \), where \( h_i(a_{ih}) \) returns the task in \( T \) that robot \( r_i \) is working on when it activates behavior set \( a_{ih} \).

In the discussion below, we first discuss the threshold of activation of a behavior set, and then describe the five primary inputs to the motivational behavior. We conclude this section by showing how these inputs are combined to determine the current level of motivation of a given behavior set in a given robot. Throughout this section, a number of parameters are defined that regulate the motivational levels. A discussion on how the parameter values are obtained and adapted over time is provided in section III-E.

D.1 Threshold of activation

The threshold of activation of a behavior set is given by one parameter, \( \theta \). This parameter determines the level of motivation beyond which a given behavior set will become active. Although different thresholds of activation
could be used for different behavior sets and for different robots, in ALLIANCE one threshold is sufficient since
the rates of impatience and acquiescence can vary across behavior sets and across robots.

D.2 Sensory feedback

The sensory feedback provides the motivational behavior with the information necessary to determine whether
its corresponding behavior set needs to be activated at a given point during the current mission. This feedback
is assumed to be noisy, and can originate from either physical robot sensors or virtual robot sensors. We define a
simple function to capture the notion of sensory feedback in the motivational level computation as follows:

\[
sensory\_feedback_{ij}(t) = \begin{cases} 
1 & \text{if the sensory feedback in robot } r_i \text{ at time } t \\
0 & \text{otherwise} 
\end{cases}
\]

D.3 Inter-robot communication

Two parameters are utilized in ALLIANCE to control the broadcast communication among robots: \( \rho_i \) and \( \tau_i \).
The first parameter, \( \rho_i \), gives the rate at which robot \( r_i \) broadcasts its current activity. The second parameter,
\( \tau_i \), provides an additional level of fault tolerance by giving the period of time robot \( r_i \) allows to pass without
receiving a communication message from a specific teammate before deciding that that teammate has ceased to
function. While monitoring the communication messages, each motivational behavior \( a_{ij} \) of robot \( r_i \) must also
note when a team member is pursuing task \( h_i(a_{ij}) \). To refer to this type of monitoring in the formal model, the
function \( \text{comm}\_received \) is defined as follows:

\[
\text{comm}\_received(i, k, j, t_1, t_2) = \begin{cases} 
1 & \text{if robot } r_i \text{ has received message from robot } r_k \text{ concerning} \\
& \text{task } h_i(a_{ij}) \text{ in the time span } (t_1, t_2), \text{ where } t_1 < t_2 \\
0 & \text{otherwise} 
\end{cases}
\]

D.4 Suppression from active behavior sets

When a motivational behavior activates its behavior set, it simultaneously begins inhibiting other motivational
behaviors within the same robot from activating their respective behavior sets. At this point, a robot has
effectively “selected an action”. In the formal model, this activity suppression is modeled by the following simple
function:

\[
activity\_suppression_{ij}(t) = \begin{cases} 
0 & \text{if another behavior set } a_{ik} \text{ is active, } k \neq j, \text{ on robot } r_i \text{ at time } t \\
1 & \text{otherwise} 
\end{cases}
\]

This function says that behavior set \( a_{ij} \) is being suppressed at time \( t \) on robot \( r_i \) if some other behavior set
\( a_{ik} \) is currently active on robot \( r_i \) at time \( t \).

D.5 Robot impatience

Three parameters are used to implement the robot impatience feature of ALLIANCE: \( \phi_{ij}(k, t) \), \( \delta_{\text{slow};ij}(k, t) \),
and \( \delta_{\text{fast};ij}(t) \). The first parameter, \( \phi_{ij}(k, t) \), gives the time during which robot \( r_i \) is willing to allow robot
\( r_k \)'s communication message to affect the motivation of behavior set \( a_{ij} \). Note that robot \( r_i \) is allowed to have
different \( \phi \) parameters for each robot \( r_k \) on its team, and that these parameters can change during the mission,
as indicated by the dependence on \( t \). This allows \( r_i \) to be influenced more by some robots than others, perhaps
due to reliability differences across robots.

The next two parameters, \( \delta_{\text{slow};ij}(k, t) \) and \( \delta_{\text{fast};ij}(t) \), give the rates of impatience of robot \( r_i \) concerning
behavior set \( a_{ij} \) either while robot \( r_k \) is performing the task corresponding to behavior set \( a_{ij} \) (i.e. \( h_i(a_{ij}) \)) or
in the absence of other robots performing the task \( h_i(a_{ij}) \), respectively. We assume that the fast impatience
parameter corresponds to a higher rate of impatience than the slow impatience parameter for a given behavior
set in a given robot. The reasoning for this assumption should be clear — a robot \( r_i \) should allow another robot
\( r_k \) the opportunity to accomplish its task before becoming impatient with \( r_k \); however, there is no reason for \( r_i \)
to remain idle if a task remains undone and no other robot is attempting that task.

The question that now arises is the following: what slow rate of impatience does a motivational behavior
controlling behavior set \( a_{ij} \) use when more than one other robot is performing task \( h_i(a_{ij}) \)? The method used in
ALLIANCE is to increase the motivation at a rate that allows the slowest robot $r_k$ still under its allowable time $\phi_{ij}(k,t)$ to continue its attempt.

The specification of when the impatience rate for a behavior set $a_{ij}$ should grow according to the slow impatience rate and when it should grow according to the fast impatience rate is given by the following function:

$$
impatience_{ij}(t) = \begin{cases} 
\min_k(\delta_{slow_{ij}}(k,t)) & \text{if } (\text{comm\_received}(i, k, j, t - \tau_i, t) = 1) \\
\delta_{fast_{ij}}(t) & \text{otherwise}
\end{cases}
$$

Thus, the impatience rate will be the minimum slow rate, $\delta_{slow_{ij}}(k,t)$, if robot $r_i$ has received communication indicating that robot $r_k$ is performing the task $h_i(a_{ij})$ in the last $\tau_i$ time units, but not for longer than $\phi_{ij}(k,t)$ time units. Otherwise, the impatience rate is set to $\delta_{fast_{ij}}(t)$.

The final detail to be addressed is to cause a robot’s motivation to activate behavior set $a_{ij}$ to go to 0 the first time it hears about another robot performing task $h_i(a_{ij})$. This is accomplished through the following:

$$
impatience_{reset_{ij}}(t) = \begin{cases} 
0 & \text{if } \exists k((\text{comm\_received}(i, k, j, t - \delta t, t) = 1) \\
& \text{and } (\text{comm\_received}(i, k, j, 0, t - \delta t) = 0)), \\
1 & \text{otherwise}
\end{cases}
$$

This reset function causes the motivation to be reset to 0 if robot $r_i$ has just received its first message from robot $r_k$ indicating that $r_k$ is performing task $h_i(a_{ij})$. This function allows the motivation to be reset no more than once for every robot team member that attempts task $h_i(a_{ij})$. Allowing the motivation to be reset repeatedly by the same robot would allow a persistent, yet failing robot to jeopardize the completion of the mission.

D.6 Robot acquiescence

Two parameters are used to implement the robot acquiescence characteristic of ALLIANCE: $\psi_{ij}(t)$ and $\lambda_{ij}(t)$. The first parameter, $\psi_{ij}(t)$, gives the time that robot $r_i$ has to maintain behavior set $a_{ij}$ activation before yielding to another robot. The second parameter, $\lambda_{ij}(t)$, gives the time robot $r_i$ wants to maintain behavior set $a_{ij}$ activation before giving up to possibly try another behavior set.

The following acquiescence function indicates when a robot has decided to acquiesce its task:

$$
acquiescence_{ij}(t) = \begin{cases} 
0 & \text{if } ([\text{behavior set } a_{ij} \text{ of robot } r_i \text{ has been active for more than } \psi_{ij}(t) \text{ time units at time } t) \text{ and } \\
& (\exists x. \text{comm\_received}(i, x, j, t - \tau_i, t) = 1)] \\
or & \text{behavior set } a_{ij} \text{ of robot } r_i \text{ has been active for more than } \lambda_{ij}(t) \text{ time units at time } t \\
1 & \text{otherwise}
\end{cases}
$$

This function says that a robot $r_i$ will not acquiesce behavior set $a_{ij}$ until one of the following conditions is met:

- $r_i$ has worked on task $h_i(a_{ij})$ for a length of time $\psi_{ij}(t)$ and some other robot has taken over task $h_i(a_{ij})$
- $r_i$ has worked on task $h_i(a_{ij})$ for a length of time $\lambda_{ij}(t)$

D.7 Motivation calculation

All of the inputs described above are combined into the calculation of the levels of motivation as follows:

$$
m_{ij}(0) = 0 \\
m_{ij}(t) = [m_{ij}(t - 1) + impatience_{ij}(t)] \\
\times sensory\_feedback_{ij}(t) \\
\times activity\_suppression_{ij}(t) \\
\times impatience\_reset_{ij}(t) \\
\times acquiescence_{ij}(t) \\
$$

(1)
Initially, the motivation to perform behavior set $a_{ij}$ in robot $r_i$ is set to 0. This motivation then increases at some positive rate $\text{impatience}_{ij}(t)$ unless one of four situations occurs: (1) the sensory feedback indicates that the behavior set is no longer needed, (2) another behavior set in $r_i$ activates, (3) some other robot has just taken over task $h_{ij}(a_{ij})$ for the first time, or (4) the robot has decided to acquiesce the task. In any of these four situations, the motivation returns to 0. Otherwise, the motivation grows until it crosses the threshold $\theta$, at which time the behavior set is activated and the robot can be said to have selected an action. Whenever some behavior set $a_{ij}$ is active in robot $r_i$, $r_i$ broadcasts its current activity to other robots at a rate of $\rho_i$.

A topic of future research is to investigate other possible combinations of the above input values to compute the motivational behavior. The current linear form was selected for its simplicity, and resulted in good performance. Additional studies are needed to determine the utility of any specific combination.

E. Parameter Settings

As with any parameter-based system, the parameter settings in ALLIANCE strongly influence the global performance of the system. A robot’s selection of actions under ALLIANCE is dependent upon the parameter settings of the motivational behaviors. In addition, a number of efficiency issues are affected by the parameter settings, such as the amount of robot idle time, the time of response to the need for task reallocation, the selection between alternative methods of accomplishing a task, and so forth. In practice, finding the proper parameter settings in ALLIANCE has not proved to be difficult. This architecture has been implemented on a number of different robotic applications [31] — one of which is reported later in this article — and parameter tuning did not prove to be a problem. However, ideally, the robot team members should be able to initialize and adapt these values with experience to find the proper parameter settings, rather than relying on human tuning. In the design of a parameter update strategy, we wanted to ensure that we did not sacrifice the desirable characteristics of fault tolerance and adaptivity that are present in ALLIANCE while enabling increases in robot team efficiency. We have thus developed an extension to ALLIANCE, called L-ALLIANCE, which provides mechanisms that allow the robots to dynamically update their parameter settings based upon knowledge learned from previous experiences. In this section, we outline the approach utilized in L-ALLIANCE for parameter tuning. Refer to [31] for a more complete discussion of L-ALLIANCE.

The general idea for dynamically updating the parameters is to have each robot “observe”, evaluate, and catalogue the performance (measured in task execution time) of any robot team member whenever it performs a task of interest to that robot. The performance measurements are then used to update the ALLIANCE parameters in the manner specified below. These updates allow the robots to adapt their action selections over time in response to changes in the robot team composition, the robot team capabilities, or in the environment.

In this approach to parameter updates, we make two assumptions: (1) a robot’s average performance in executing a specific task over a few recent trials is a reasonable indicator of that robot’s expected performance in the future, and (2) if robot $r_i$ is monitoring environmental conditions $C$ to assess the performance of another robot $r_k$, and the conditions $C$ change, then the changes are attributable to robot $r_k$.

Figure 2 illustrates the L-ALLIANCE extension to ALLIANCE, which incorporates the use of performance monitors for each motivational behavior within each robot. Formally, robot $r_i$, programmed with the $b$ behavior sets $A = \{a_{i1}, a_{i2}, ..., a_{ib}\}$, also has $b$ monitors $\text{MON}_i = \{\text{mon}_{i1}, \text{mon}_{i2}, ..., \text{mon}_{ib}\}$, such that monitor $\text{mon}_{ij}$ observes the performance of any robot performing task $h_{ij}(a_{ij})$, keeping track of the time of task completion (or other appropriate performance quality measure) of that robot. Monitor $\text{mon}_{ij}$ then uses the mechanism described below to update the control parameters of behavior set $a_{ij}$ based upon this learned knowledge.

Once the robot performance data has been obtained, it must be input to a control mechanism that allows the robot team to improve its efficiency over time while not sacrificing the fault tolerant characteristics of the behavior-based ALLIANCE architecture. Through an extensive series of empirical studies reported in [31], we derived an action selection algorithm that specifies how the parameters should be updated to achieve increased efficiency in the robot team’s action selection.

The algorithm derived in [31] specifies that each robot $r_i$ should obey the following algorithm in selecting its tasks:

1. Divide the tasks into two categories:
   (a) Those tasks which $r_i$ expects to be able to perform better than any other team member, and which no other robot is currently performing.
   (b) All other tasks $r_i$ can perform.
2. Repeat the following until sensory feedback indicates that no more tasks are left:
   
   (a) Select tasks from the first category according to the longest task first approach, unless no more tasks remain in the first category.
   
   (b) Select tasks from the second category according to the shortest task first approach.

If a robot has no learned knowledge about team member capabilities, all of its tasks fall into the second category.

Note that although the above algorithm is stated in terms of a centralized controlling mechanism, the algorithm is in fact distributed across the behavior sets of ALLIANCE through the motivational behavior parameter settings.

The key parameters in ALLIANCE that affect the action selection are:

- $\delta_{\text{fast}_{ij}}(t)$: the rate of impatience of $r_i$ at time $t$ concerning the behavior set $a_{ij}$ when no other robot is performing task $h_i(a_{ij})$
- $\delta_{\text{slow}_{ij}}(k,t)$: the rate of impatience of $r_i$ at time $t$ concerning the behavior set $a_{ij}$ when robot $r_k$ is performing task $h_i(a_{ij})$
- $\psi_{ij}(t)$: the time $r_i$ will maintain $a_{ij}$’s activity before acquiescing to another robot.

We now describe how these parameters are set and updated during the mission. First, we define the performance metric — task completion time — as:

$$\text{task \_time}_{ij}(k,j,t) = \text{average time over last } \mu \text{ trials of } r_k \text{'s performance of task } h_i(a_{ij}) + \text{(one standard deviation of these } \mu \text{ attempts), as measured by } r_i$$

The robot impatience parameters of $\delta_{\text{slow}_{ij}}(k,t)$ and $\delta_{\text{fast}_{ij}}(t)$ are then updated as follows. For $\delta_{\text{slow}_{ij}}(k,t)$:

$$\phi_{ij}(k,t) = \text{Time during which robot } r_i \text{ is willing to allow robot } r_k \text{'s communication message to affect the motivation of behavior set } a_{ij}.$$  

$$= \text{task \_time}_{ij}(i,j,t)$$  

$$\delta_{\text{slow}_{ij}}(k,t) = \text{Rate of impatience of robot } r_i \text{ concerning behavior set } a_{ij} \text{ after discovering robot } r_k \text{ performing the task corresponding to this behavior set}$$  

$$= \frac{1}{\phi_{ij}(k,t)}$$

For $\delta_{\text{fast}_{ij}}(t)$:

$$\text{min \_delay} = \text{minimum allowed delay} \quad \text{max \_delay} = \text{maximum allowed delay}$$

$$\text{high} = \max_k \text{task \_time}_{ij}(k,j,t) \quad \text{low} = \min_k \text{task \_time}_{ij}(k,j,t)$$

$$\text{scale \_factor} = \frac{\text{max \_delay} - \text{min \_delay}}{\text{high} - \text{low}}$$
\[
\delta_{\text{task}_{ij}}(t) = \begin{cases} 
\text{Rate of impatience of robot } r_i \text{ concerning behavior set } a_{ij} \text{ in the absence of other robots performing a similar behavior set} \\
\frac{g}{\min \text{ delay} \times (\text{time} \text{ for } a_{ij} \text{ task} \text{ execution} \text{ time}) \times \text{scale factor}} \\
\frac{g}{\max \text{ delay} - (\text{time} \text{ for } a_{ij} \text{ task} \text{ execution} \text{ time}) \times \text{scale factor}} \\
\text{if } \text{task category}_{ij} = 2 \\
\text{otherwise}
\end{cases}
\]

The robot acquiescence parameters are updated as follows:

\[
\psi_{ij}(t) = \text{Time robot } r_i \text{ wants to maintain behavior set } a_{ij} \text{'s activity before yielding to another robot.}
\]

\[
\psi_{ij}(t) = \text{task}_{time_{ij}}(i,j,t)
\]

These parameter settings cause the robot team to effectively select their actions according to the algorithm given earlier in this subsection. Refer to [31] for the derivation of this algorithm.

IV. RESULTS

The ALLIANCE architecture has been successfully implemented in a variety of proof-of-concept applications on both physical and simulated mobile robots. The applications implemented on physical robots include two versions of a hazardous waste cleanup mission and a cooperative box pushing demonstration [28]. The applications using simulated mobile robots include a janitorial service mission [27] and a bounding overwatch mission (reminiscent of military surveillance) [31]. All of these missions using the ALLIANCE architecture have been well-tested. Over 60 logged (and many videotaped) physical robot runs of the hazardous waste cleanup mission and over 30 physical robot runs (many of which were videotaped) of the box pushing demonstration were completed to elucidate the important issues in heterogeneous robot cooperation. The missions implemented on simulated robots encompass dozens of runs each, most of which were logged in the study of the action selection mechanism.

The experimental mission we describe here to illustrate the fault tolerant action selection features of ALLIANCE is a laboratory version of hazardous waste cleanup. (Refer [29], [31] for a somewhat different version of the hazardous waste cleanup mission, which involved the use of only one spill, rather than the two spills described below.) We first describe the robots used in these experimental studies, followed by a description of the mission the robots were given. We then describe the behavior set design of the robots for this mission, followed by the results of the implementation. The results described below are available on videotape [30].

A. The Robots

Our empirical studies were conducted on teams of three R-2 robots purchased commercially from IS Robotics. Each of these robots is a small, fully autonomous wheeled vehicle measuring approximately 25 centimeters wide, 31 centimeters deep, and 35 centimeters tall. The R-2 has two drive wheels arranged as a differential pair, two caster wheels in the rear for stability, and a two-degree-of-freedom parallel jaw gripper for grasping objects. The robot sensory suite includes eight infrared proximity sensors for use in collision avoidance, piezoelectric bump sensors distributed around the base of the robot for use in collision detection, and additional bump sensors inside the gripper for use in measuring gripping force.

We note here that although these robots are of the same type and thus have the potential of maximum redundancy in capabilities, mechanical drift and failure can cause them to have quite different actual abilities. For example, one of our robots had full use of its side infrared (IR) sensors which allowed it to perform wall-following, whereas the side IR sensors of two of the other robots had become dysfunctional. The L-ALLIANCE learning and parameter update system outlined in section III-E gives these robots the ability to take advantage of these differences and thus determine from trial to trial which team member is best suited for which task.

A radio communication system allows robot team members to communicate with each other. This radio system is integrated with a positioning system, which consists of a transceiver unit attached to each robot plus two sonar base stations for use in triangulating the robot positions. The positioning system is accurate to about 15 centimeters and is useful for providing robots with information on their own position with respect to their environment and with respect to other robot team members.

B. The Hazardous Waste Cleanup Mission

Illustrated in figure 3, the laboratory version of the hazardous waste cleanup mission requires two artificially "hazardous" waste spills in an enclosed room to be cleaned up by a team of three robots. This mission requires robot team members to perform the following distinct tasks: the robot team must locate the two waste spills, move the two spills to a goal location, while also periodically reporting the team progress to humans monitoring
the system. These tasks are referred to in the remainder of this article as \textit{find-locations}, \textit{move-spill(left)}, \textit{move-spill(right)}, and \textit{report-progress}, where \textit{left} and \textit{right} refer to the locations of the two spills relative to the room entrance.

A difficulty in this mission is that the human monitor does not know the exact location of the spills in robot coordinates, and can only give the robot team qualitative information on the initial location of the two spills and the final desired location to which the robots must move the spills. Thus, the robots are told qualitatively that one spill is located in the right half of the front third of the room, while the other spill is located in the left half of the front third of the room. Furthermore, the robots are also told that the desired final location of the spill is in the back, center of the room, relative to the position of the entrance. This information is used as described below to locate the initial and final spill locations. To prevent interference among robots, ideally only one robot at a time attempts to find the spill, broadcasting the computed locations to the other team members once the task is complete.

Each robot was preprogrammed to have the following behavior sets, which correspond to high-level tasks that must be achieved on this mission: \textit{find-locations-methodical}, \textit{find-locations-wander}, \textit{move-spill(loc)}, and \textit{report-progress}. A low-level \textit{avoid-obstacles} behavior was active at all times in these robots except portions of the \textit{move-spill} task, when it was suppressed to allow the robot to pick up the spill object. The organization of the behavior sets for this mission is shown in figure 4.

Two behavior sets are provided which both accomplish the task of finding the initial and final spill locations — \textit{find-locations-methodical} and \textit{find-locations-wander} — both of which depend upon the workspace being rectangular and on the sides of the room being parallel to the axes of the global coordinate system. Because of these assumptions, these behavior sets do not serve as generally applicable location-finders. However, we made no attempt to generalize these algorithms, since the point of this experiment is to demonstrate the adaptive action selection characteristics of ALLIANCE. Shown in more detail in figure 5, the methodical version of finding the spill location is much more reliable than the wander version, and involves the robot first noting its starting (or home) \(x, y\) position and then following the walls of the room using its side IRs until it has returned to its home location while tracking the minimum and maximum \(x\) and \(y\) positions it reaches. It then uses these \(x, y\) values to calculate the coordinates of the right and left halves of the front third of the room (for the two initial spill locations) and the back center of the room (for the final spill location). These locations are then made available to the \textit{move-spill(loc)} behavior set, which requires this information to perform its task.

The wander version of finding the initial and desired final spill locations, shown in figure 6, avoids the need for side IR sensors by causing the robot to wander in each of the four directions (west, north, east, and south) for a fixed time period. While the robot wanders, it tracks the minimum and maximum \(x\) and \(y\) positions it discovers. Upon the conclusion of the wandering phase, the robot calculates the desired initial and final locations from these minimum and maximum \(x, y\) values.

The \textit{move-spill(loc)} behavior set, shown in more detail in figure 7, can be activated whenever there are spill objects needing to be picked up at \textit{loc}; the locations of the initial and final spill positions are known, and the
**Hazardous Waste Cleanup: Behavior Organization**

Fig. 4. The ALLIANCE-based control of each robot in the hazardous waste cleanup mission. Not all sensory inputs to the behavior sets are shown here. In this figure, the high-level task achieving functions find-locations-methodical and find-locations-wander are abbreviated as find-loc-meth and find-loc-wander, respectively.
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Fig. 5. The robot control organization within the find-locations-methodical behavior set.
robot is not aware of any other robot currently working on the spill at loc. It involves having the robot (1) move to the vicinity of the initial spill location, (2) wander in a straight line through the area of the spill while using its front IR sensors to scan for spill objects, (3) "zero in" on a spill object once it is located to center it in the gripper, (4) grasp and lift the spill object, (5) move to the vicinity of the final spill location, and then (6) lower and release the spill object. To minimize interference among robots in a relatively small space, ideally only one robot at a time should work on a given spill.

The report-progress behavior set, shown in figure 8, corresponds to the high-level task that the robot team is required to perform approximately every 4 minutes during the mission. This task involves returning to the room entrance and informing the human monitoring the system of the activities of the robot team members and some information regarding the success of those activities. Note that this task only needs to be performed by the team as a whole every 4 minutes, not by all team members. In a real-life application of this sort, the progress report would most likely be delivered via a radio message to the human. However, in this experiment no actual progress information was maintained (although it could easily be accomplished by logging the radio-transmitted robot activities), and delivering the report consisted of playing an audible tune on the robot’s piezoelectric buzzer from the room entrance rather than relaying a radio message.

C. Experiments

We report here the experiments we conducted to test the ability of ALLIANCE to achieve fault-tolerant cooperative control of our team of mobile robots performing the hazardous waste cleanup mission. In all of the following experiments, teams of three R-2 robots were utilized in an environmental setup very similar to that depicted in figure 3; we will refer to these robots individually as GREEN, BLUE, and GOLD. All the robots began their missions at the room entrance, as shown in figure 9.

Figure 10 shows the action selection results of a typical experimental run when no robot failures occur; figure 11 shows the corresponding motivation levels during this run. As reflected in these figures, at the beginning of the mission, GREEN has the highest motivation to perform behavior set find-locations-methodical, causing it to initiate this action. This causes BLUE and GOLD to be satisfied for a while that the initial and final spill locations are going to be found; since no other task can currently be performed, they sit idle, waiting for the locations to be found.

However, they do not idle forever waiting on the locations to be found. As they wait, they become more and
more impatient over time, which can cause one of BLUE or GOLD to decide to find the spill and goal locations. Indeed, this does happen in a situation as shown in the photograph in figure 12, in which we intentionally interfere with GREEN’s ability to find the spill and goal locations. As shown in the action trace of figure 13, (with the corresponding motivational trace in figure 14) this leads to one of the remaining robots — namely, BLUE — to activate its find-locations-wander behavior set. (Note that BLUE does not activate its find-locations-methodical behavior set because its side infrared sensors failed during previous runs, preventing BLUE from successfully accomplishing that behavior set. This behavior set is left in BLUE’s repertoire to allow it to respond to some potential future event that may restore the working-order of the infrared sensors. Its motivations were altered based upon the L-ALLIANCE mechanism outlined in section III-E.) In this case, GREEN acquiesces its attempt to find the spill and goal locations to BLUE, since GREEN realized it was encountering difficulties of some sort. In either case, the robot finding the spill and goal locations reports these locations to the rest of the team.
![Image of the robot team at the beginning of the hazardous waste cleanup mission.](image)

**Fig. 9.** The robot team at the beginning of the hazardous waste cleanup mission.

<table>
<thead>
<tr>
<th>ACTION</th>
<th>GREEN</th>
<th>BLUE</th>
<th>GOLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP</td>
<td>✅</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS(L)</td>
<td></td>
<td>✅</td>
<td></td>
</tr>
<tr>
<td>MS(R)</td>
<td></td>
<td></td>
<td>✅</td>
</tr>
<tr>
<td>FLW</td>
<td></td>
<td></td>
<td>✅</td>
</tr>
<tr>
<td>FLM</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>Idle</td>
<td></td>
<td>✅</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 10.** Typical robot actions selected during experiment with no robot failures. This is one instance of many runs of this mission. In this and the following figures showing traces of action selections, the meanings of the abbreviations are as follows: RP stands for report progress; MS(L) and MS(R) stand for move-spill(left) and move-spill(right), respectively; FLW stands for find-locations-wander; and FLM stands for find-locations-methodical.
Fig. 11. Motivational levels for behavior sets during experiment with no robot failures. The dashed lines represent the thresholds of activation of each behavior set.
Fig. 12. Here, we interfere with GREEN, which is attempting to locate the spill and goal locations, thus preventing it from completing this task.

Fig. 13. Typical robot actions selected during experiment when the initial robot action of finding the spill fails. This is one instance of many runs of this mission.
At this point, the environmental feedback and knowledge of the spill and goal locations indicate to the robot team that the move-spill(loc) behavior set is applicable. As we see in figure 10, GREEN selects to move the left spill while BLUE selects to move the right spill. Since only one robot at a time should work on a given spill (as described in section IV-B), GOLD sits idle, satisfied that the left and right spills are going to be moved. Figure 15 shows a photograph of the robots at this stage in the mission.

In the meantime, the robots’ impatience motivations to report the team’s progress are increasing. Since GOLD is not performing any other tasks, it is the first to activate its report-progress behavior set. This reporting satisfies the remainder of the team, so they continue to move the two spills. This periodic reporting of the progress throughout the mission by GOLD is reflected in the diagrams in figures 10 and 13. In these particular examples, GOLD has effectively specialized as the progress reporting robot, whereas GREEN and BLUE have specialized as the move-spill robots. The mission continues in this way until both spills are moved from their starting location to the goal destination. Figure 16 shows two of the robots delivering spill objects to the goal destination.

To illustrate the effect of unexpected events on the action selection of the team, we next experimented with dynamically altering the composition of the team during the mission. Figure 17 shows the effect on the mission when we removed BLUE from the team. Figures 18, 19, and 20 show the corresponding motivation, impatience, and acquiescence levels for the three robots GREEN, BLUE, and GOLD. The removal of BLUE caused GOLD to become impatient that the right spill was not being moved, which in turn caused GOLD to activate its behavior set to move the right spill. However, this then effectively removes from the team the robot that is performing all of the progress reports, leading the remaining two robots — GREEN and GOLD — to have to interrupt their spill-moving activities to occasionally report the progress. A similar effect can be observed in figure 21 (with the corresponding motivations shown in figure 22), when we remove GOLD from the team.

D. Discussion

These experiments illustrate a number of primary characteristics we consider important in developing cooperative robotic teams. First of all, the cooperative team under ALLIANCE control is robust, in that robots are allowed to continue their actions only as long as they demonstrate their ability to have the desired effect on the world. This was illustrated in the experiments by BLUE and GOLD becoming gradually more impatient with GREEN’s search for the spill. If GREEN did not locate the spill in a reasonable length of time then one of the remaining robots would take over that task, with GOLD acquiescing the task.

Secondly, the cooperative team is able to respond autonomously to many types of unexpected events either in the environment or in the robot team without the need for external intervention. As we illustrated, at any time during the mission, we could disable or remove robot team members, causing the remaining team members to perform those tasks that the disabled robot would have performed. Clearly, we could also have easily increased or decreased the size of the spill during the mission and the robots would not be adversely affected.

Third, the cooperative team need have no a priori knowledge of the abilities of the other team members to effectively accomplish the task. As previously noted, the learning/parameter update system, L-ALLIANCE, allows the team to improve its efficiency on subsequent trials whenever familiar robots are present.

Other characteristics of ALLIANCE have also been studied which show that this architecture allows robot teams to accomplish their missions even when the communication system providing it with the awareness of team member actions breaks down. Although the team’s performance in terms of time and energy may deteriorate, at least the team is still able to accomplish its mission. Refer to [31] for a deeper discussion of these and related issues.

The primary weakness of ALLIANCE is its restriction to independent subtasks. As it is designed, one has to explicitly state ordering dependencies in the preconditions if the order of subtask completion is important. No mechanism for protecting subgoals is provided in ALLIANCE. For example, consider a janitorial service team of two robots that can both empty the garbage and clean the floor. However, let us say that the robots are clumsy in emptying the garbage, and usually drop garbage on the floor while they empty the trash. Then, it is logical that the trash should be emptied before beginning to clean the floor. Under ALLIANCE, this mission can be accomplished in one of three ways:

1. An explicit ordering dependency can be stated in advance between the two subtasks, causing the robots to automatically choose to empty the garbage first
2. The robots may fortuitously select to empty the garbage first, because of the parameter settings, or
3. The robots will be inefficient in their approach, cleaning the floor before or during the garbage emptying task, which leads to the need to clean the floor again.

Although all of these events lead to the mission being completed, efficiency is lost in the third situation, and additional explicit knowledge has to be provided in the first situation. For the applications that have been implemented in ALLIANCE (e.g., janitorial service, bounding overwatch, mock hazardous waste cleanup, cooperative box pushing), this limitation has not been a serious problem. Nevertheless, enhancing the ALLIANCE action selection mechanism to enable more efficient execution of these special case situations without the need for providing additional controlling information is a topic of future research.

V. Conclusions

We have presented a fully distributed, behavior-based architecture called ALLIANCE, which facilitates fault tolerant mobile robot cooperation. A number of key characteristics of ALLIANCE provide these fault tolerant cooperative features. ALLIANCE enhances team robustness through the use of the motivational behavior mechanism which constantly monitors the sensory feedback of the tasks that can be performed by an individual robot, adapting the actions selected by that robot to the current environmental feedback and the actions of its teammates. Whether the environment changes to require the robots to perform additional tasks or to eliminate the need for certain tasks, ALLIANCE allows the robots to handle the changes fluidly and flexibly. This same mechanism allows robot team members to respond to their own failures or to failures of teammates, leading to adaptive action selection to ensure mission completion. ALLIANCE further enhances team robustness by making it easy for robot team members to deal with the presence of overlapping capabilities on the team. The ease with which redundant robots can be incorporated on the team provides the human team designer the ability to utilize physical redundancy to enhance the team’s fault tolerance. The feasibility of this architecture for achieving fault tolerance has been illustrated through an example implemented on a physical robot team performing a laboratory version of hazardous waste cleanup.
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Appendix

A. Proofs of Termination

When evaluating a control architecture for multi-robot cooperation, it is important to be able to predict the team’s expected performance using that architecture in a wide variety of situations. One should be justifiably wary of using an architecture that can fail catastrophically in some situations, even though it performs fairly well on average. At the heart of the problem is the issue of reliability — how dependable the system is, and whether it functions properly each time it is utilized. To properly analyze a cooperative robot architecture we should separate the architecture itself from the robots on which the architecture is implemented. Even though individual robots on a team may be quite unreliable, a well-designed cooperative architecture could actually be implemented on that team to allow the robots to very reliably accomplish their mission, given a sufficient degree of overlap in robot capabilities. On the other hand, an architecture should not be penalized for a team’s failure to accomplish its mission even though the architecture has been implemented on extremely reliable robots, if those robots do not provide the minimally acceptable mix of capabilities. A major difficulty, of course, is defining reasonable evaluation criteria and evaluation assumptions by which an architecture can be judged. Certain characteristics of an architecture that extend its application domain in some directions may actually reduce its effectiveness for other types of applications. Thus, the architecture must be judged according to its application niche, and how well it performs in that context.

ALLIANCE is designed for applications involving a significant amount of uncertainty in the capabilities of robot team members which themselves operate in dynamic, unpredictable environments. Within this context, a key point of interest is whether the architecture allows the team to complete its mission at all, even in the presence of robot difficulties and failure. This section examines this issue by evaluating the performance of ALLIANCE in certain dynamic environments.
Let us consider realistic applications involving teams of robots that are not always able to successfully accomplish their individual tasks; we use the term limitedly-reliable robot to refer to such robots. The uncertainty in the expected effect of robots’ actions clearly makes the cooperative control problem quite challenging. Ideally, ALLIANCE’s impatience and acquiescence factors will allow a robot team to successfully reallocate actions as robot failures or dynamic changes in the environment occur. With what confidence can we know that this will happen in general? As we shall see below, in many situations ALLIANCE is guaranteed to allow a limitedly-reliable robot team to successfully accomplish its mission.

It is interesting to note that with certain restrictions on parameter settings, the ALLIANCE architecture is guaranteed to allow the robot team to complete its mission for a broad range of applications. We describe these circumstances here, along with the proof of mission termination.

We first define the notions of goal-relevant capabilities and task coverage.

**Definition 1:** The goal-relevant capabilities of robot \( r_i \), \( GRC_i \), are given by the set:

\[
GRC_i = \{ a_{ij} | h_i(a_{ij}) \in T \}
\]

where \( T \) is the set of tasks required by the current mission.

In other words, the capabilities of robot \( r_i \) that are relevant to the current mission (i.e. goal) are simply those high-level task-achieving functions which lead to some task in the current mission being accomplished.

We use the term task coverage to give a measure of the number of capabilities on the team that may allow some team member to achieve a given task. However, we cannot always predict robot failures; thus, at any point during a mission, a robot may reach a state from which it cannot achieve a task for which it has been designed. This implies that the expected task coverage for a given task in a mission may not always equal the true task coverage once the mission is underway.

**Definition 2:** Task coverage is given by:

\[
task\textunderscore coverage(task_k) = \sum_{i=1}^{n} \sum_{j} \begin{cases} 1 & \text{if } h_i(a_{ij}) = \text{task}_k \\ 0 & \text{otherwise} \end{cases}
\]

The task coverage measure is useful for composing a team of robots to perform a mission from an available pool of heterogeneous robots. At a minimum, we need the team to be composed so that the task coverage of all tasks in the mission equals 1. This minimum requirement ensures that, for each task required in the mission, a robot is present that has some likelihood of accomplishing that task. Without this minimum requirement, the mission simply cannot be completed by the available robots. Ideally, however, the robot team is composed so that the task coverage for all tasks is greater than 1. This gives the team a greater degree of redundancy and overlap in capabilities, thus increasing the reliability and robustness of the team amidst individual robot failures.

Let us now define the notion of sufficient task coverage as follows:

**Condition 1:** (Sufficient task coverage):

\[
\forall (\text{task}_k \in T). (\text{task}\textunderscore coverage(\text{task}_k)) \geq 1
\]

This condition ensures that, barring robot failures, all tasks required by the mission should be able to be accomplished by some robot on the team.

Now, we define the notion of an active robot team, since we consider our robots to be useful only if they can be motivated to perform some action:

**Definition 3:** An active robot team is a group of robots, \( R \), such that:

\[
\forall (r_i \in R). \forall (a_{ij} \in GRC_i). \forall (r_k \in R). \forall t. [ (\delta_{\text{slow}_{ij}}(k, t) > 0) \land (\delta_{\text{fast}_{ij}}(t) > 0) \land (\theta \text{ is finite})]
\]

In other words, an active robot has a monotonically increasing motivation to perform any task of the mission which that robot has the ability to accomplish. Additionally, the threshold of activation of all behavior sets of an active robot is finite.

Finally, we define a condition that holds in many multi-robotic applications.

**Condition 2:** (Progress when Working):

Let \( z \) be the finite amount of work remaining to complete a task \( w \). Then whenever robot \( r_i \) activates a behavior
Condition 2 ensures that even if robots do not carry a task through to completion before acquiescing, they still make some progress toward completing that task whenever the corresponding behavior set is activated for some time period at least equal to $\epsilon$. One exception, however, is if a robot failure has occurred that prevents robot $r_i$ from accomplishing task $w$, even if $r_i$ has been designed to achieve task $w$.

This condition also implies that if more than one robot is attempting to perform the same task at the same time, the robots do not interfere with each other’s progress so badly that no progress towards completion of the task is made. The rate of progress may be slowed somewhat, or even considerably, but some progress is made nevertheless.

Finally, Condition 2 implies that the amount of work required to complete the mission never increases as a result of robot actions. Thus, even though robots may not be any help towards completing the mission, at least they are not making matters worse. Although this may not always hold true, in a wide variety of applications this is a valid assumption. As we shall see, this assumption is necessary to prove the effectiveness of ALLIANCE in certain situations. Of course, this does not preclude dynamic environmental changes from increasing the workload of the robot team, which ALLIANCE allows the robots to handle without problem.

What we now show is that whenever Conditions 1 and 2 hold for a limitedly-reliable, active robot team, then either ALLIANCE allows the robot team to accomplish its mission, or some robot failure occurs. Furthermore, if a robot failure occurs, then we can know that any task that remains incomplete at the end of the mission is either a task that the failed robot was designed to accomplish, or a task that is dependent upon the capabilities of that robot.

We can now show the following:

**Theorem 1:** Let $R$ be a limitedly-reliable, active robot team, and $M$ be the mission to be solved by $R$, such that Conditions 1 and 2 hold. Then either (1) ALLIANCE enables $R$ to accomplish $M$, or (2) a robot failure occurs. Further, if robot $r_f$ fails, then the only tasks of $M$ that are not completed are some subset of (a) the set of tasks $r_f$ was designed to accomplish, unioned with (b) the set of tasks dependent upon the capabilities of that robot.

**Proof:**

First, we show that the calculation of the motivational behavior guarantees that each robot eventually activates a behavior set whose sensory feedback indicates that the corresponding task is incomplete. From equation 1 in section III-D.7, we see that at time $t$, robot $r_i$’s motivation $m_{ij}(t)$ to perform behavior set $a_{ij}$ either (1) goes to 0, or (2) changes from $m_{ij}(t-1)$ by the amount $\text{impatience}_{ij}(t)$. The motivation goes to 0 in one of four cases: (1) if the sensory feedback indicates that the behavior set is no longer applicable, (2) if another behavior set becomes active, (3) if some other robot has taken over task $h_i(a_{ij})$, or (4) if the robot has acquiesced its task. If the sensory feedback indicates that the behavior set is no longer applicable, we know either that the task $h_i(a_{ij})$ must be successfully accomplished, or the robot’s sensory system has failed. If another behavior set $a_{ik}$ becomes active in $r_i$, then at some point task $h_i(a_{ij})$ will either become complete, thus allowing $r_i$ to activate behavior set $a_{ij}$, or the robot has failed. If some other robot has taken over task $h_i(a_{ij})$, then either that other robot will eventually accomplish task $h_i(a_{ij})$, thus eliminating the need to activate task $a_{ij}$, or robot $r_i$ will become impatient with that other robot. Since $r_i$ is active, then we know that $\text{impatience}_{ij}(t)$ is greater than or equal to $\min_k(\theta, \text{slow}_{ij}(k,t))$, which is greater than 0. Therefore, we can conclude that an idle, yet active robot always has a strictly increasing motivation to perform some incomplete task. At some point, the finite threshold of activation, $\theta$, will thus be surpassed for some behavior set, causing $r_i$ to activate the behavior set corresponding to task $h_i(a_{ij})$.

We now build upon these observations to prove that either the mission becomes accomplished, or a robot failure occurs.

**PART I (Either ALLIANCE succeeds or a robot fails):**

Assume no robot fails. Then after a robot $r_i$ has performed a task $w$ for any period of time greater than $\epsilon$, one of five events can occur:

1. Robot $r_j$ takes over task $w$, leading robot $r_i$ to acquiesce.
2. Robot \( r_i \) gives up on itself and acquires \( w \).
3. Robot \( r_j \) takes over task \( w \), but \( r_i \) does not acquire.
4. Robot \( r_i \) continues \( w \).
5. Robot \( r_j \) completes \( w \).

Since Condition 2 holds, we know that the first four cases reduce the amount of work left to complete task \( w \) by at least a positive, constant amount \( \delta \). Since the amount of work left to accomplish any task is finite, the task must eventually be completed in finite time. In the fifth case, since task \( w \) is completed, the sensory feedback of the robots no longer indicates the need to perform task \( w \), and thus the robots will go on to some other task required by the mission.

Thus, for every task that remains to be accomplished, either (1) a robot able to accomplish that task eventually attempts the task enough times so that it becomes complete, or (2) all robots designed to accomplish that task have failed.

**PART II (Incomplete tasks are dependent upon a failed robot’s capabilities):**

Let \( F \) be the set of robots that fail during a mission, and \( A_F \) be the union of (a) the tasks that the robots in \( F \) were designed to accomplish and (b) those tasks of the mission that are dependent upon a task that a robot in \( F \) was designed to accomplish.

First, we show that if a task is not in \( A_F \), then it will be successfully completed. Let \( w \) be some task required by the mission that is not included in \( A_F \). Since Condition 1 holds and this robot team is active, there must be some robot on the team that can successfully accomplish \( w \). Thus, as long as \( w \) remains incomplete, one of these successful robots will eventually activate its behavior set corresponding to the task \( w \); since condition 2 holds, that task will eventually be completed in finite time. Thus, all tasks not dependent upon the capabilities of a failed robot are successfully completed in ALLIANCE.

Now, we show that if a task is not completed, it must be in \( A_F \). Let \( w \) be a task that was not successfully completed at the end of the mission. Assume by way of contradiction that \( w \) is not in \( A_F \). But we know from Part I that all tasks \( w \) not in \( A_F \) must be completed. Therefore, task \( w \) must be in \( A_F \).

We can thus conclude that if a task is not accomplished, then it must be a task for which all robots with that capability have failed, or which is dependent upon some task for which all robots with that capability have failed.

\( \square \)

Note that it is not required here that robot team members be aware of the actions of their teammates in order to guarantee that ALLIANCE allows the team to complete its mission under the above conditions. However, awareness does have an effect on the quality of the team’s performance, both in terms of the time and the energy required to complete the mission. These effects on team performance are discussed in [31].
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Fig. 14. Motivational levels for behavior sets during experiment with spill finding error. The dashed lines represent the thresholds of activation of each behavior set.
Fig. 15. Now knowing the location of the two spills, two R-2 robots are in the process of moving their respective spills to the goal location.

Fig. 16. Robots delivering spill objects to the goal destination.
Fig. 17. Typical robot actions selected during experiment when one of the robot team members which is moving a spill is removed. This is one instance of many runs of this mission. In this figure, the “X” indicates the point in time when the corresponding robot was removed from the robot team.
Fig. 18. Motivational, impatience, and acquiescence levels for behavior sets of GREEN during experiment when a team member that is moving a spill is removed. The dashed lines represent the thresholds of activation.
Fig. 19. Motivational, impatience, and acquiescence levels for behavior sets of BLUE during experiment when a team member that is moving a spill is removed. The dashed lines represent the thresholds of activation.
Fig. 20. Motivational, impatience, and acquiescence levels for behavior sets of GOLD during experiment when a team member that is moving a spill is removed. The dashed lines represent the thresholds of activation.
Fig. 21. Typical robot actions selected during experiment when one of the robot team members which is reporting the progress is removed. In this figure, the “X” indicates the point in time when the corresponding robot was removed from the robot team. This is one instance of many runs of this mission.
Fig. 22. Motivational levels for behavior sets during experiment when a team member that is reporting the progress is removed. The dashed lines represent the thresholds of activation of each behavior set.