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Experiments and outcomes

• Experiment: Flip a Coin
• Outcome: Heads or Tails

• Experiment: Person’s temperature in class now
• Outcome: a scalar

• Event Subset of possible outcomes SE ⊂



Probability

• Pr(E): Probability of an event E occurring when an experiment is 
conducted

• Pr maps S to unit interval 



Dependence

• Independent: 

• Conditional Probability:

– If                     are independent, then

– Bayes Rule  
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More Bayes Rule
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Total Probability
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Random Variable

• A mapping from events to a real number

• Examples
– Discrete: heads or tails,  number of heads for repeated flips
– Continuous: temperature

• Random Vector: 



Distribution

• Any statement one can make about a random variable

• Cumulative Distribution Function (CDF):

• Probability ______ Function (P_F):

– Discrete: Mass (PMF)

– Continuous: Density (PDF) 

Note that = 0 



Uniform Distribution

CDF                                                           PDF



Expected Value

• PMF                                                          PDF



Variance and Co-variance

• Variance: 

• Co-Variance

• Co-Variance Matrix
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Gaussians


