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Abstract

In this paper we introduceSPRAWL, an algorithmto find a
minimal annotategartially orderedstructurein an obsered
totally orderedplanwith conditionaleffects. The algorithm
proceedsn a two-phasedapproachfirst preprocessinghe
given plan using a novel needsanalysistechnique,which
builds a needdreeto identify the causaldependenciem the
totally orderedplan; andthenconstructinghe partial order
ing usingthe needstree. We introducethe conceptandde-
tails of needsanalysis,presenthe completealgorithm, and
provide illustrative examples.We carefully discussthe chal-
lengesthatwe faced.

Intr oduction

Much of the work on plan reuse, plan recognition and
agentmodelling has beenfoundedon the analysisof ex-
ampleplansandexecutions. One of the mostcommonap-
proachego plan analysishasbeento createan annotated
ordering of the exampleplan (Fikes,Hart, & Nilsson1972;
Regnier & Fade 1991; Kambhampati& Hendler 1992;
Kambhampati& Kedar1994;Veloso1994). Annotatedor-
deringsallow systemanot only to more flexibly reusepor-
tions of the plansthey have obsened, but alsoto reusethe
reasoningthat createdthose plansin order to solve new
problems.

Despitea shift in the planningandagentmodellingcom-
munity from STRIPS(Fikes& Nilsson1971)towardsricher
domain-specificatiotanguagedike ADL (Pednault1986),
which allow conditionaleffects, and despitethe successn
learningsystemsof the annotatedrderingapproachit has
notbeenappliedto domainswith conditionaleffects. In this
paperwe introducethe SPRAWL algorithmfor finding min-
imal annotatedconsistenpartial orderingsof obsenedto-
tally orderedplans.

We choseo find partialorderinggor severalreasonsPar-
tial orderingshelp to isolateindependensubplansso they
canbereusedor recognizedseparatelfrom thewhole. DO
WE NEED TO SAY MORE ABOUT WHY THEY DO
THIS ORIS THIS OBVIOUS TO EVERYONE?They also
provide parallelismfor thoseapplicationsthat cantake ad-
vantageof it. For generalityssale,weassuméehatobsened
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exampleplansaretotally ordered.Theannotation®ntheor-
deringconstraintsxplain therationalebehindthe plansand
allow portionsof themto be easilymatchedremoved,and
usedindependently
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Figure 2: The annotatedartially orderedplan which uses
theconditionaleffect of op1to achiee agoal.

Figure3: Theannotategbartiallyorderedblanwhichignores
theconditionaleffect of op1.

Conditionaleffectsmake ourtaskmuchmoredifficult be-
causethey causethe effects of a given stepto changede-
pendingon whatstepscomebeforeit, thusmakingstepbe-
havior difficult to predict. In fact, any orderingmusttreat
eachconditionaleffectin the planin oneof threeways:

e Use: make suretheeffectoccurs;
e Prevent: make surethe effect doesnotoccur;
e Ignore: don't carewhetherthe effect occursor not.

Figure 1 shows totally orderedplans which demonstrate
thesethreecasesandFigures2 and 3 shav the partial or-
dersrepresentinghe useandignore casesrespectiely. Al-
thoughthetotally orderedplansfor thesetwo casesrecom-
posedof the samestepsin the sameorder, the partial order
ings arevery different. Treatingary conditionaleffectin a
differentway will resultin a differentpartial ordering.One
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Figure 1: Threetotally orderedplanswhich representhe threepossibleways of treatinga conditionaleffect in an ordering:

usingit to achiese agoal, preventingit in orderto achieve agoal,or ignoringits effect.

way to dealwith this is to insistthat exactly the samecon-
ditional effectsmustbe active in the partial orderingasare
active in the totally orderedplan, but this will resultin an
overly restrictive partial orderingin which someordering
constraintsnaynot contributeto goalachiezement.Instead,
we performneedsanalysisonthetotally orderedplanto dis-
coverwhich conditionaleffectsarerelevant Needsanalysis
allows usto ignoreincidental conditionaleffectsin the to-
tally orderedplan.

Insteadof lookingfor theoptimal(accordingo somemet-
ric) partially orderedplanto solve a problem,we choseto
focuson finding partial orderingsconsistenwith the given
totally orderedplan. Therearetwo reasongor this. Thefirst
is thatthetotal ordercontainsa wealthof valuableinforma-
tion abouthow to solve the problem,including which oper
atorsto useandwhich conditionaleffectsarerelevant. The
seconds thatfor mary applicationsjncluding plan modifi-
cationandreuseandagentmodelling, it is importantto be
able to analyzean obsened or previously generatedblan,
for example,to find characteristipatternsof behavior or to
identify unnecessargteps.

Thereare casedn which a differenttotal orderingof the
sameplan stepswould producea differentpartial ordering,
but thesearecasesn which therelevanteffectsdiffer. Con-
siderthetwo totally orderedplansshavn in Figures4 and5.
Althoughthey consistof exactly the samesteps,in the first
totally orderedplan, the sequenceof relevant effects that
producesgthe goalterm z is differentthanthesequencthat
produceg in the secondtotally orderedplan. We consider
thesetwo plansto be non-equvalent,thoughthey solve the
sameproblem.SPRAWL would never producethe samepar
tial orderingfor both of them; the partial orderingswould
eachpresenre the samerelevant effectsasare active in the

respectie totally orderedplans.

However, sinceour purposeis to revealunderlyingstruc-
ture, we do have somerequirement®on the form of the re-
sulting partial ordering;we allow only orderingconstraints
which affect the fulfillment of the goalterms—thoseavhich
provide for or preventrelevanteffects.

The remainderof this paperis organizedasfollows. We
first discussrelatedwork in plan analysis. Thenwe intro-
ducetheneedsanalysigechniquejllustrateits behaior and
discussits compleity. Next, we explain how the SPRAWL
algorithmusesneedsanalysisto find a partial orderingand
discusghe compleity of theentirealgorithm. We thendis-
cusghelimitationsandcapabilitiesof thealgorithm,present
formaldefinitionsfor theconceptsve useandintroduce and
finally presenbur conclusions.

Related Work

Triangletables: (Fikes,Hart, & Nilsson1972;Regnier &
Fade 1991) store generalizedplansin a table that shavs
which add-efectsof eachop remainafter eachsubsequent
op—helpsto know how to usesubplans—ussomeother bit
of savredknowledge(what?)to identify which opsareirrel-
evantin partialreuse.

Validation structures: (Kambhampati& Hendler1992;
Kambhampat& Kedar1994)givenap.o.,constructsist of
validations: 4-tuple (provided effect, providing op, relying
condition,relying op). no ces.novalidationsfor threats put
somecomputatiorover validationsfindsthreatsfor you.

Annotated“decision-making”rationale: (Veloso1994)
analogical reasoning—storescases supplementedwith
“decision-makingrationale”in orderto be ableto reusera-
tionale,notjustold plan.

Operatorgraphs& their various-&-sundryuses: (Smith
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Figure4: Onepossibletotally orderedplan. The preconditionsareshovn on the left of eachplan stepandthe effectson the
right, asalist of conditionandadd-efectpairs.If thereweredeleteeffects,they would be shavn asaddsof negatedterms.
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Figure5: Anotherpossibletotally orderedplanachieving the samegoals.

& Peot 1993; 1996) captureinteraction betweenops by
chaining back from goal in very needs-analysis-gort of
way. onenodefor eachoperator usedfor threatanalysis,
threatpostponinganalyze/identify/goid “recursions”(a, a-
1,aa1..).

Goal agendas: (Koehler & Hoffmann 2000) use var
ious methods (including planning graphs)to find “goal
agendas"—arorderingfor in which orderto attackgoals.
still exponentialtime, sinceit doesnt remembethe plans,
but lessexponential sincefewer threatdifficulties.

previous partial orderingwork: (Veloso,Pérez,& Car
bonell 1990)found a po from a non-ceto; no annotations
(Backstbm 1993)foundthatit’s np-completeo find a best
po,givenato. (Kambhampatl996)delaythreatresolution
by usingdisjunctive orderings—wausedisjunctionstoo! is
thistootenuousa link??

various po-ish planning methods: (Weld 1994) given
problem findsPO.canhandleCEs,but doesnot annotate.

Oneof the mostpopularandefficient partial-orderplan-
ners, Graphplan(Blum & Furst1997), producesovercon-
straintedpartial orderingswhich doesnot suit our purpose.
Considerthe planin whichthe stepsop_a_-1...op_a.n may
runin parallelwith the stepsop_b_1...op_b_m. Graphplan
would find the partial orderingshavn in Figure 6, which
forcesopp to beoneof thefirst two stepsof theplan. Theor-
deringconstrainbetweervpp andop2 doesnothelpachiese
the goal,soit would not have beenincludedin a partial or-
dering createdby SPRAWL. SPRAWL would find the par
tial orderingshown in Figure 7, which allows opp to runin
parallelwith arny of the othersteps. POINT OUT IRREL-
EVANT LINKS IN GRAPHPLANVERSION.NO POSSI-
BLE REASONFORTHEM.

@

Figure6: Thepartialorderingfoundby Graphplan.

Figure7: Thepartialorderingfoundby SPRAWL.

NeedsAnalysis

Ourfirst stepin finding apartialorderingis to doneedsanal-
ysis on the totally orderedplan. Needsanalysisbegins by
creatinga goal stepcalled FINISH, asin (Smith & Peot
1993), with the terms of the goal stateas preconditions.
Thenit calculateswhich termsneedto be true beforethe
last stepin the planin orderfor the preconditionsof FIN-
ISH to betrue afterwards,andthenwhich needto be true
beforethe second-to-lasplan stepin orderfor thoseterms
to be true. We continuethis calculationall the way back-
wardsto theinitial state building up atreeof “needs. This
needdreeallows usto identify easilytherelevanteffectsof
agivenstepandmostof thedependencieis the plan. How-
ever, threatsnot active in the totally orderedplan are not
identifiedby needsanalysisandmustbefoundafterwards.

NeedsTreeStructure

In this section,we will discussthe needsthat composehe
needdreeaswell asthestructureof thetree.
Therearethreekindsof needsn theneeddree:

1. PreconditionNeedstheprecondition®f a steparecalled
preconditionneedsof the step—thg mustbetruefor the
stepto be executable;

2. Creation Needstermswhich mustbe true beforestepn
in orderfor stepn to createa particularterm (or maintain
a previously existing term) are called creation needsof
theterm;

3. ProtectionNeedstermswhich mustbetruebeforestepn
in orderfor stepn notto deleteaparticulartermarecalled
protectionneedsof theterm.
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Figure8: Thestepsprinkle fr ont-yard.
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Figure9: Expandingthe needwet shoein the stepsprinkle
front-yard. Thetermwet shoemay be satisfiedin eitherof
two ways;thisis representetly an OR operator

We will usethe planstepshavn in Figure8 to illustrate
thethreekindsof needs.Thetermon sprinkler is aprecon-
dition needof the stepsprinkle front-yard. To illustrate
creationneeds let us assumehat, after executingthe step
sprinkle front-yard, wet shoe mustbe true. This could
be accomplishedy ensuringthat at shoefr ont-yard was
truebeforesprinkle fr ont-yard executedr by ensuringhat
wet shoewasalreadytrue beforesprinkle front-yard exe-
cuted,as shavn in Figure 9. Thesetwo termsare called
creationneedsof wet shoeat the stepsprinkle front-yard,
sincethey provide ways for the term wet shoeto be true
after the stepsprinkle front-yard. To illustrate protection
needsassumehat, after executingthe stepsprinkle fr ont-
yard, the term NOT wet shoemustbe true. In orderto
protecttheterm NOT wet shog we mustensurethat NOT
at shoefront-yard is true beforesprinkle front-yard exe-
cutes.Thisis calledaprotectionneedbecausét protectghe
termfrom beingdeleted.

We mustalso make a distinction betweenmaintain cre-
ationneedsandadd creationneeds'. As mentionedabove,
therearetwo waysto ensurethatwet shoeis true afterthe
executionof the stepsprinkle front-yard, bothillustrated
in Figure9. Oneway is for wet shoeto have beentrue pre-
viously. We call this a maintaincreationneedsincethe step
doesnotgeneratehe term, but simply maintainsatermthat
waspreviously true. However, the stepsprinkle fr ont-yard
couldgeneratehetermwet shoeif at shoefr ont-yard were
true beforethe stepexecuted. We call this anadd creation

!Preconditiomeedsandprotectiomeedsarealwaysaddneeds.

needgsincewe haveintroducedanew needn orderto satisfy
another

It is notalwaysnecessarjo generataen needgo satisfy
a needterm; it may also be satisfiedif a non-conditional
effect of the stepsatisfiest, asillustratedin Figure10. We
call suchneedsaccomplished

sprinkle fy next step

effects:

pre: {} —> wet fy
onsp at?objfy —> wet ?0bj

precondition

Figure10: A term may be true after a particularstepif a
non-conditionakffect of the previous stepaccomplishedt.
We indicatethis with adoublecircle aroundtheterm.

The descriptionof needsmustincludelogical operators.
In the exampleshown in Figure9,theneed=of wet shoeare
wetshoeOR at shoefr ont-yard. Only oneof thetwo needs
to be true to satisfywet shoe ANDs andNOTs are also
necessary

NeedsAnalysis Algorithm

The needsanalysisalgorithmis shovn in Table 1, andFig-
ure 11 illustratesin detail how it generateghe needsof
an individual term. The compleity of needsanalysisis
O(mP(EC)"), wherem is the numberof stepswithout
conditionaleffects,n is thenumberof stepsawith conditional
effects, P is theboundon the numberof preconditionsE is
theboundon thenumberof conditionaleffectsin eachstep,
and(' is theboundon the numberof conditionsper condi-
tional effect. Note thatthe complexity of needsanalysison
aplanwith no conditionaleffectsis linear: O(mP).

We will usethe totally orderedplan from the sprinkler
domainshawn in Figure12 to illustratethe behaior of the
needsanalysisalgorithm.First,thealgorithmwill createthe
FINISH stepthat has, asits preconditionneeds,the goal
terms. Thenit will move to the last plan step (sprinkle
front-yard), which hasonepreconditiomneedto determine
how to satisfythe needsof the subsequenstep(FINISH).
As previously discussedthere are two ways for the step
sprinkle front-yard to satisfy wet shoe eitherwet shoe
could be true beforethis stepexecutes,or at shoefront-
yard mustbetruebeforethis stepexecutes Sothe need<of
the term wet shoeare maintain wet shoeOR add at shoe
front-yard. As for add wet fr ont-yard, the otherprecon-
dition needof the FINISH step, it is accomplishedy the
stepsprinkle front-yard sinceit is a non-conditionakffect
of thestep.

Next, thealgorithmmovesbackto the previousplanstep,
move shoeback-yard fr ont-yard, which hasone precon-
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Figurell: Thecreationneedsf a needata particularsteparecalculatedoy finding all possiblewaysit canbegeneratedh the
previous stepandensuringthatat leastoneof theseoccurs.The protectionneedsarecalculatecby finding all possiblewaysit
canbedeletedn the previous stepandensuringthatnoneof theseoccurs.
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Figurel12: A totally orderedplanin the sprinklerdomainandits completeneedsree.



Input: A totally orderedplan7T = S1, S2,...,5n,
the START operatorS, with addeffectssetto the
initial state,andthe FINISH operatorS,, + 1 with
preconditionsetto thegoalstate.

Output: A needdreeN.

procedure NeedsAnalysis(/, So, S» + 1):
1. for ¢ + n+ldown-to 1 do

2. for eachprecondof S, do

3. ExpandTerm(c,precond)

procedure ExpandTerm(c,term):
4. Find_Creation(cterm)
5. Find_Prevention(c,term)

procedure Find_Creation(cterm):
6. for eachconditionaleffectof S, do

7. if effectaddstermthen

8. term.accomplished- true

9. otherwise

10. Add_ConditionsTo_CreationNeeds(dect, term)
11. for eachconditionof effectdo

12. ExpandTerm(c-1,condition)

procedure Find_Prevention(c,term):
13.for eachconditionaleffect of S. do
14. if effectdeletegermthen

15. term.impossible— true

16. return

17.  otherwise

18. Add_ConditionsTo_PreventionNeeds(dkct, term)
19. for eachconditionof effectdo

20. ExpandTerm(c-1,condition)

Tablel: NeedsAnalysisalgorithm.

dition need.The needscarriedover from previous stepsare
maintain wet shoeOR add at shoefr ont-yard, thecreation
needof wet shoefrom the FINISH step,andon sprinkler,

the preconditionneedof the stepsprinkle front-yard. The
term at shoefront-yard is a hon-conditionakeffect of this
step,soit is accomplished.The term wet shoecannotbe
preventedor createdy this step,soit is satisfiedoy amain-
tain creationneed:maintain wet shoe Thetermon sprin-

kler alsocannotbe preventedor createdby this step,soit,

too, is satisfiedby a maintaincreationneed: maintain on

sprinkler .

Finally, thealgorithmreachegheinitial state,or START
step,andit is ableto determinewvhich branche®f theneeds
treecanbeaccomplisheéndwhich cannot. Theremaining
branchesf the treeareadd at shoeback-yard, maintain
on sprinkler, and maintain wet shoe Two of the needs,
add at shoeback-yard andmaintain on sprinkler aretrue
in theinitial state(accomplishedby the START step).How-
ever, maintain wet shoeis cannotbe accomplishedy the
START step,sowe call its branchof thetreeunsatisfiable

The SPRAWL Algorithm

Table 2 shows the SPRAWL partial ordering algorithm.
SPrRAWL performsneedsanalysis,then walks backwards

alongthe needsreeandaddscausallinks in the partial or-

deringbetweenrstepsthatneedtermsandthe stepsthatgen-
eratethem. The compleity of the SPRAWL algorithmis

O(mP(EC)"™ + A* (m +n + 2)%), wherem is thenumber
of stepswithout conditionaleffects,n is thenumberof steps
with conditionaleffects, P is the boundon the numberof

preconditions E is the boundon the numberof conditional
effectsin eachstep,and C is the boundon the numberof

conditionsper conditionaleffect.

Input: A totally orderedplan7 = Si1, Sa,. .., Sh,
the START operatorS, with addeffectssetto the
initial state,andthe FINISH operatorS,, + 1 with
preconditionsetto thegoalsstate.

Output: A partially orderedplan shavn asa directedgraph?P.

procedure Find_PartiaLOrder(7", So, S» + 1):
tree<— NeedsAnalysis(T, So, S», + 1)
tree< Trim_UnaccomplishedNeed Tree Branches(tree)
for ¢ «+ n+1ldown-to1 do

for eachpreconditionof S, do

RecurseNeed(c precondition;P)

HandleThreats(treeP)
Remawe_Transitve_EdgesP)

NookrwhE

procedure RecurseNeed(cterm,P):

8. Add_CausalLink(chooseoneway to createterm, S., P)
9. RecurseNeed(c-1term.createP)

10. RecurseNeed(c-1term.protectP)

procedure Handle Threats(treeP):
11.for eachcausalink S; — S; do
12. forc<« 1up-toi—1do

13. if Threatensg., S; — S;) then

14. DEMOTE: Add_CausalLink(S., Si, P)
15. forc < j+1up-ton

16. if Threatensg., S; — S;) then

17. PROMOTE: Add_CausalLink(S;, S., P)

Table2: The SPRAWL algorithm.

ResolvingThr eats

Werely heavily onthetotally orderedplanto helpusresohe
threats.Therearethreewaysto resohethreatsn aplanwith
conditionaleffects,asdescribedn (Weld 1994):

1. Promotion moves the threatenedoperatorsbefore the
threateningperator;

2. Demotion movesthethreateneaperatorafterthe threat-
eningoperator;

3. Confrontation may take placewhenthe threateningef-
fectis conditional. It addspreconditiongo the threaten-
ing operatorto preventthe effect causingthe threatfrom
occurring.

To find all possiblepartial orderings,all thesepossibilities
shouldbe explored. However, sincewe are provided the
totally orderedplan,we do notneedto searchatall to find a
feasibleway to resol\e the threat;we cansimply resohe it

in the sameway it wasresohedin the totally orderedplan.



In fact, if threatsare resohed in a differentway, thenthe
resultingpartial orderingwould not be consistentwith the
totally orderedplan.

If, in thetotally orderedplan,thethreateningperatoroc-
cursbeforethe threatene@peratorsthenpromotionshould
be usedto resole the threatin the partial ordering. Sim-
ilarly, if it occursafter the threatenedperators,demotion
shouldbeusedto resohe thethreatin the partialordering.If
the threateningoperatoroccursbetweenthe threatenedp-
eratorsin the totally orderedplan, thenwe know that con-
frontation must have beenusedin the totally orderedplan
to preventthethreateningonditionaleffectfrom occurring.
Needsanalysistakes careof confrontationwith protection
needs shavn in Figure 11 which ensurethat stepsthat oc-
cur betweena needederm’s creationandusein thetotally
orderedplando not deletetheterm.

Discussion

The SPRAWL algorithm doesnot createa partially ordered
planfrom scratch;its purposeis to partially orderthe steps
of a giventotally orderedplanto aid in our understanding
of the structureof the plan. Becauseof this, SPRAWL is
restrictedto partial orderingsconsistentvith the totally or-
deredplan.

However, frequentlytherearemary partialorderingscon-
sistentwith the totally orderedplan. Here, we discussthe
spaceof possibilitiesexploredby SPRAWL aswe have de-
scribedit, andhow thatspacecanbeextendedo includeall
possiblepartialorderingsconsistentvith thetotally ordered
plan.

Active Conditional Effects May Differ from Those
in Totally Ordered Plan

ThoughSPRAWL is restrictedto partialorderingsconsistent
with thetotally orderedplanit is given, this doesnot mean
thatall conditionaleffectsactive in thetotally orderedplan
mustbe active in the partial ordering,or vice versa. There
aresometimesrrelevantconditionaleffectsin thetotally or-
deredplanor in the partial ordering,and SPRAWL doesnot
seekto maintainor preventtheseirrelevanteffects. Theig-
norecaseshavn asatotally orderedplanin Figurel demon-
strateghis. In this problem,oneof the active effectsin the
totally orderedplanis wet shoe However, this effect does
notaffectthefulfillment of thegoalstate,andsois notarel-
evanteffect. In fact,asis shovnin Figure3, SPRAWL would
enforceno orderingconstraintdbetweerthe two stepsin its
partialordering. Thoughthedifferentorderingsproducedif-
ferentfinal statesthe goal termsaretrue in eachof these
final statessoit doesnt matterwhich occurs.

Partial Ordering May Not Include All Relevant
Effectsin Total Ordering

Although, aswe discussedSPRAWL is restrictedto partial
orderingswith norelevanteffectsnotactive in thegivento-
tally orderedplan,thisdoesnotmeanthatall relevanteffects
in the totally orderedplan mustbe relevant effectsin the
partial ordering. Sometimesthereare several relevant ef-
fectsin thetotally orderechblanwhich achieve the sameaim.

Backstdm presentedn examplethat neatlyillustratesthis.
Thetotally orderedplanis shavn with its needdgreein Fig-
urel3. In thisplan,two differentrelevanteffectsprovidethe
termq to stepc—both stepa andstepb generatey. Choos-
ing adifferentrelevanteffectto generate createsdifferent
partialorder Thetwo partialordersrepresentingachof the
two relevanteffect choicesareshown in Figuresl4 and15.

@p>@q>®

Figure14: The only partial orderingof Backstbm'’s exam-
ple plan permittedby the presentedversion of the needs
analysisalgorithm

Finding Multiple Partial Orderings

In the interestof speed,SPRAWL finds exactly one partial
orderinganddoesnotsearchthroughdifferentpartialorder
ingsto find a “better” one accordingto ary measure.The
needsanalysisalgorithmshown in Table1 produces needs
treethatencompasseall possiblepartial orderinsgconsis-
tentwith thetotally orderedplan,but theversionof SPRAWL
shown in Table2 arbitrarily choose®nepossiblepartial or-
deringfrom thoserepresentedby the needstree. SPRAWL
canbe modifiedto searchthroughmore possiblepartial or-
derings however, finding the bestpartialorderingaccording
to ary measuras NP-completgBackstbm 1993).

WhenanOR logical operatoiis encountereih theneeds
tree, SPRAWL arbitrarily chooseswhich of its branchedo
follow andignoresthe others(Table 2, step8). Insteadwe
couldsearchthroughthe possibilitiesto find the branchthat
contributesto the bestpartialordering.

If we modify the needsanalysisalgorithm as discussed
above,thereis sometimesnorethanoneway to accomplish
aneed,aswith the needq in Figure13. SPRAWL arbitrar
ily choose®neof thesewaysto bethe needs creatorin the
partial ordering(Table 2, step8). Again, we could search
throughall possibilitiesnstead andchooseheonethatcon-
tributesto the bestpartial ordering.

SPRAWL resohesthreatsin the sameway they werere-
solved in the totally orderedplan. It is possibleinsteadto
searchover all threeways (promotion,demotionand con-

p_¥(®)

RO
Figurel5: Anotherpartialorderingof Backstbm’s example
plan. If we make the discussednodificationsto the needs
analysisalgorithm, both this partial orderingand the one

shavn in Figure 14 would be representeéh the needsree,
asshowvnin Figurel13.
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Figure 13: Backstbm's exampleplan, andthe needsreecreatedf the algorithmdoesnot terminatebranchesvhenthey are
accomplishedNotethatthetermq is accomplishedby two differentsteps:a andb. This meanghattwo partial orderingsare
possible:onein which stepa providesq to stepc, andonein which b does.If branchesreterminatedasthey areaccomplished,
theaccomplishesheedmarkedg*, which representstepa providing g to stepc, would not befound.

frontation) to resole each. However, the partial ordering
will only beconsistentvith thetotally orderedplanif threats
areresolhedin thesameway.

Definitions

Totally ordered plan 7 consistsof an initial state Z,

which is a list of termsthat are true befoie the plan begins;

a goal state G, which is a list of termsthat mustbe accom-
plishedby the plan; anda list of steps,S; . .. S,. Eadc step
hasa list of preconditionspr termsthat mustbetrue before
thestepis executableanda list of conditionaleffects,which

describetheeffectsof thestep.Eadc conditionaleffecthasa
list of conditionsanda list of effects,which becomdrue af-

ter the plan stepexecutesf the conditionsof the effectwere
satisfiedbefore the plan stepexecuted Thepreconditionsof
thefirststepin theplan, S;, mustbetrue in theinitial state
Z; thepreconditionf ead subsequergtepS; mustbetrue
afterstepsS; ... S;_1 executein order; andthetermsof the
goal state G mustbe true after stepsS; ... S, executein

order.

Partial ordering P A partial orderingP of thetotally or-
dered plan 7" also includesa list of ordering constraints.
Eadh ordering constiaint specifieghat a givenstepS; must
comebefore anotherstepS;. Thepreconditionsof thefirst
stepin the plan, Si, muststill be true in the initial state
7. However, we nowdemandhat the preconditionsof eat
subsequerdtepS; mustbetrue after any possibleordering
of the plan stepsthat endsat S; that is consistenwith the
ordering constarints; and that the termsof the goal stateG

mustbetrue after stepsS; ... .S,, executein anyorder con-
sistentwith the ordering constaints.

Annotated Ordering an ordering of plan stepssupple-
mentedwith a rationale for (someof) the ordering con-
straints.

Relevant Effect aneffectwhich affectsthefulfillmentof a
goalterm.

Incidental Effect an effectwhich doesnot affectthe ful-
fillmentof a goalterm.

Consistent a partial orderingP is consistenwith the to-
tally ordered plan 7 if all relevant effectsactivein P are
alsoactivein 7.

Minimal Annotated ConsistentPartial Ordering apar-
tial ordering consistentwith the totally ordered plan in
which eadh ordering constrint providesa termwhich arel-
evanteffectdepend®on or preventsa threatto sud a term,
andis annotatedwith which termit providesor protects.

Conclusions

THIS WAS GARBAGE AND NEEDS TO BE REWRIT-
TEN. BASIC MESSAGE, WE HAVE PRESENTED,YAP
YAP YAP, AND WE HOPE IT OPENS THE FIELD
FOR PLAN REUSE/ADAPTATION/RECOGNITION
AND AGENT MODELLING TO RICHER DOMAIN
LANGUAGESWITH CEs.
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