
Using Sparse Visual Data to Model Human Activities in Meetings

Paul E. Rybski, Manuela M. Veloso
Robotics Institute,Carnegie Mellon University

5000 Forbes Ave.,Pittsburgh, PA 15213
{prybski,mmv}@cs.cmu.edu

Abstract

We have recently engaged on the challenging develop-
ment of an agent to assist users in everyday office-related
tasks. In particular, the agent needs to keep track of the
state of their users so it can anticipate the user’s needs
and proactively address them. The state of the user may be
easily available when the user directly interacts with their
agent through a PC or PDA interface. However, when the
user attends a meeting and interacts with other people, PC
and PDA interfaces are not sufficient to give the agents a
general view of the environment in which their users are
interacting. In this paper, we introduce the CAMEO, the
Camera Assisted Meeting Event Observer, which is a phys-
ical awareness system designed for use by an agent-based
electronic assistant. We then present a particular aspect of
CAMEO and main contribution of the paper, namely how
CAMEO addresses the problem of extracting and reason-
ing about high-level features from real-time and continuous
observation of a meeting environment. Contextual informa-
tion about meetings and the interactions that take place with
them is used to define Dynamic Bayesian Network classi-
fiers to effectively infer the state of the users as well as a
higher-level state of the meeting. We present and show re-
sults of the state inference algorithm.

1. Introduction

Electronic agents designed to interact with humans and
help them carry out their day-to-day business in an office
domain require a good estimate of their user’s state. Such
a state estimate might consist of the projects the user is re-
sponsible for completing, the set of resources that the user
has at his/her disposal, and the user’s daily schedule, to
name a few. By obtaining a good state estimate, an elec-
tronic agent will be able to reason about its user’s needs and
address them as best as it can. Ideally, it would be able to an-
ticipate future needs and prepare for them.

Obtaining an accurate estimate of the user’s state is a
difficult challenge. Electronic agents that interact directly
with humans (as opposed to those that might only han-
dle email or scheduling information) can obtain informa-
tion from a range of different sources including, traditional
workstation/PDA input devices, spoken audio processing,
and video processing systems. Workstation/PDA interfaces
require that the user be using the device in question so that
the data or queries/requests can be entered directly. Audio
and video processing systems are more flexible in that the
user can interact with an agent in a manner that is closer
to interacting with a co-worker than with a data-entry de-
vice.

However, regardless of the interface, many important hu-
man interactions take place outside of the office and typ-
ically not in a fashion in which the agent can observe or
participate. Of particular interest are interactions that take
place in formal meeting environments. Having a sensor
suite present in a meeting environment would give an agent
useful information about what tasks it could assist its user
with. Afterwards, this information could be automatically
organized such that the agent could easily answer ques-
tions posed by its user such as ”What was the third bul-
let on slide 15?”, or ”What was the action item decided on
while I was out of the room?” An agent that could recog-
nize these events would provide its user with the ability to
recall events throughout the working day whose importance
might have been initially missed.

In order to address this challenge, our group is develop-
ing a physical awareness system for an agent-based elec-
tronic assistant called CAMEO (Camera Assisted Meet-
ing Event Observer) [12]. CAMEO is an omni-directional
camera system consisting of four or five firewire cameras
(CAMEO supports both configurations) mounted in a cir-
cle, as shown in Figure 1. The individual data streams com-
ing from each of the cameras are merged into a single
panoramic image of the world. The cameras are connected
to a Small Form-Factor 3.0GHz Pentium 4 PC that captures
the video data and does the image processing.



Figure 1. The CAMEO † system consists of
a set of firewire cameras arranged in a
panoramic fashion and a small-form-factor
PC.

The panoramic video stream is scanned for human ac-
tivity by identifying the positions of human faces found in
the image. This low-level visual information is fed into a
Dynamic Bayesian Network (DBN) classifier system. The
classifier determines the state of the individual people in the
meeting. These individual person state estimates are then
used to infer high-level state estimates of the meeting it-
self. Our approach makes use of a very specific set of con-
textual information regarding the meeting domain to gener-
ate the Bayesian classification system, rather than attempt-
ing to solve the general image understanding problem.

2. Related Work

Research in human/agent activity recognition is spread
across a variety of different areas. On one side is gesture
recognition, which attempts to use sensor input and sig-
nal processing techniques to recognize arm or hand gestures
such as sign language [14]. On the other side is plan recog-
nition [1] which ultimately attempts to classify a high-level
set of goals, intentions, or belief states about agents (human
or otherwise). Our work falls somewhere between those two
areas of research in that we are interested in inferring high
level behavioral interactions (as restricted to a meeting do-
main) from fairly sparse sensor information.

Dynamic Bayesian networks are used by [5] to recog-
nize the gestures such as writing in different languages on
a whiteboard, as well as activities such as using a Glucose
monitor. The gesture recognition system described in this
work is probably the most similar to ours. However, instead

† Special thanks to Fernando de la Torre, Raju Patil, Carlos Vallespi,
Brett Browning and Betsy Ricker for their help with the development
of CAMEO.

of attempting to classify the specific kinds of actions that
a human is doing, which tend to be very viewpoint depen-
dent, we infer body stance and motion by tracking the user’s
face. This is a more general method of tracking and works
well with the notion that CAMEO is designed to be set up
and operate in relatively unstructured environments.

In [7], finite state machine models of gestures are con-
structed that by learning the spatial and temporal informa-
tion of the gestures separately from each other. This allows
for relatively complex spatial patterns (such as figure-8s) to
be learned from the data. However, it is assumed that the
gestures are performed directly in front of the camera and
that the individual features of the face and hands can be rec-
ognized and observed without error.

An extension to the Hidden Markov Model [11] formal-
ism called the Abstract Hidden Markov mEmory Model
(AHMEM) [10] is used to represent both state-dependent
and context-free behaviors. This model represents a hier-
archy of behavioral information ranging from lower-level
sensory information up to a higher-level behavioral descrip-
tion. However, this work uses a network of cameras set up
throughout the entire office space. Additionally, all of the
locations in the workspace need to be labeled appropriately
so that the system can reason about them.

A system for torso and arm position tracking is described
in [4]. This research makes use of stereo cameras to fit ge-
ometric models onto the torso and arms of a human so that
they can communicate deictic information to the tracking
system. Our system is essentially monocular and is not in-
tended to be addressed directly where it could observe the
full torso and arm positions of everyone attending the meet-
ing.

Recognizing the behaviors of individual robotic (non-
human) agents has been studied in [6]. Robots playing soc-
cer against other robots [3] would greatly benefit by being
able to classify the different behavioral patterns observed by
their opponents. In this work, robots are tracked by an over-
head camera and their actions are classified by a series of
hand-crafted modified hidden Markov models (called Be-
havior HMMs). Each model has an additional accept state
as well as multiple reject states. The relative displacements
of the robots are observed over time and the model which
fits the displacement sequence the best is chosen as the cor-
rect one.

In contrast to the previous approach, research has also
been done in automatically extracting behavior sequence
information from agent data and classifying it in a non-
supervised fashion [8]. While this approach does not needa
priori models such as in the previous approach, it does re-
quire the presence of semantically-labeled data to operate
properly. This work was done primarily in a software agent
domain where such information is more readily available.



3. CAMEO as Part of an Agent-Based Office
Assistant

CAMEO is part of a larger effort called CALO (Cogni-
tive Agent that Learns and Organizes) to develop an endur-
ing personalized cognitive assistant that is capable of help-
ing humans handle the many daily business/personal activ-
ities in which they engage. This larger effort is engaged
in developing a personalized omnipresent computation re-
source that can handle routine tasks and events, anticipate
predictable user needs and prepare for them, and assist in
handling unexpected events. CAMEO is intended to be used
similarly to a speaker or video phone for a conference call.
It is placed in the center of the meeting room where it has
a relatively unobstructed view of the meeting participants.
This is more flexible (and inexpensive) than instrumenting
the room with stationary cameras. As such, CAMEO is de-
signed to be used in environments where those who are par-
ticipating in the meetings agree to and welcome the use of
such an electronic assistant.
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Figure 2. CAMEO captures live video from the
meetings, determines what people are do-
ing and posts this information to a central-
ized server. Other sources of meeting infor-
mation server (not part of CAMEO) include
audio processing, digitized whiteboards, and
information from presentation software. Indi-
vidual CALO agents query the server to ac-
cess this information.

In order to be useful in a general set of environments,
CAMEO must be able to operate in many sorts of meet-
ing room configurations and should not require any lengthy
calibration for distance or lighting conditions if possible.
CAMEO must operate in uncalibrated environments where
its position in the room and the positions of the meeting par-
ticipants are initially unknown. Because CAMEO will not
know ahead of time where people are sitting, or how much

of the person will be visible at any given time, no complex
body models are used for tracking purposes. The only as-
sumption that CAMEO makes about people attending the
meeting is that their faces will be visible.

Figure 2 illustrates how CAMEO operates in a CALO-
enabled office environment. At the highest level, CAMEO
is a data source provider which converts raw visual informa-
tion captured in the meeting environment into semantically-
labeled events that are stored in a centralized event time-
line database/server. Other similar data sources (beyond the
scope of this paper) could include system such as instru-
mented whiteboards that digitize what’s written on them, as
well as audio/speech processing systems to record and un-
derstand what is said. CALO agents belonging to the indi-
vidual users connect to this timeline server and query it for
the specific events of interest.
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Figure 3. Interconnections between CAMEO’s
internal modules.

Interactions between CAMEO’s internal modules is il-
lustrated in Figure 3. Raw visual data from the multi-camera
system is captured and merged into a single consistent im-
age mosaic. People in the image are located by identifying
their faces. CAMEO makes use of a face detector devel-
oped by Schneiderman and Kanade [13] which is a parts-
based classifier that uses a database of over a million pat-
terns to classify the presence of faces in the image.

Faces are matched between subsequent frames by com-
puting a distance metric between sets of tracked faces and
the new faces. Matches are those that have the smallest dis-
tance. The metric is computed by taking the SVD of the im-
age sets and computing the weighted sum of the most signif-
icant eigenvectors. The relative displacements of the face’s
centroid are used as features for the person action recogni-
tion system.

The tracked faces are registered and stored in a database.
If CAMEO is used in a meeting where it does not have ac-
cess to a network, the face information is logged for play-
back and analysis later. Once CAMEO is back on the net-
work, the event information can be offloaded to the time-
line server. Statistics from the stored face information are



used to generate models for a meeting simulator that can
be used to synthesize the same kind of data that is captured
from live video. This is useful for debugging and training
the person and meeting state classifier system.

Streams of tracked facial information (from live video,
archived data, or synthesized by the simulator) are fed into
a Dynamic Bayesian Network classifier that classifies the
state of each person. Specific events such as when a per-
son changes state, such as when they stand up or sit down,
are noted and passed on to a timeline server. The individual
person state values are passed into a higher-level classifier
which computes the global meeting state from the interac-
tions of the group as a whole. This classifier also passes in-
formation to the timeline server so that global events such as
the transition from a presentation to a general discussion are
noted. The follow sections describe the details of CAMEO’s
state inference mechanisms.

4. Meeting State Inference

Inferring the state of activities in a meeting takes place at
two levels. The first level is the state classification of the in-
dividual people attending the meeting. The second level is
the classification of the global state of the meeting, which
is done after the individual states of the people are deter-
mined. Instead of attempting to solve the image understand-
ing problem purely from data, we construct a set of Dy-
namic Bayesian Network classifiers froma priori knowl-
edge about meetings and how interactions between people
in those meetings.

4.1. Dynamic Bayesian Networks

For the sake of completeness, we will provide a short
review of inference on time-series data using Dynamic
Bayesian Networks (DBNs). DBNs are directed acyclic
graphs (DAGs) that model stochastic time series processes.
They are a generalization of both Hidden Markov Models
(HMM) [11] and linear dynamical systems such as Kalman
Filters. Similarly to these two models, DBNs represent both
the hidden and observed system state in terms of state vari-
ables whose representations are described as part of the
DBN’s node topology. Following the formalism defined by
Murphy [9], DBNs are defined by an initial state distribu-
tionP (Z1), a state transition modelP (Zt|Zt−1), and an ob-
servation modelP (Yt|Zt), over all timet = 1 . . . T , where
Zi is a random variable. The state transition model is de-
fined as:

P (Zt|Zt−1) =
N∏

i=1

P (Zi
t |Pa(Z(i

t))) (1)
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Figure 4. Simple Dynamic Bayesian Network
in the form of a Hidden Markov Model with a
single hidden node (the model is “unrolled”
over time).

whereZi
t is the i’th node at timet, N is the number of

hidden states in each slice of the model, andPa(Zi
t) rep-

resents the parents of variableZi
t in the graph (where we

make the assumption that the parents of a node follow the
first-order Markov assumption). Combining the prior model
with the transition model creates what is called a two-slice
temporal Bayes net (or a 2TBN). Figure 4 illustrates a sim-
ple DBN representation of a HMM. The hidden states are
the X nodes while the observations are theY nodes. The
model is unrolled over time so that each time “slice” of the
model can be observed as a distinct set of nodes.

We wish to determine the value of hidden state from
the observation at each timestept, or to compute the value
P (Xt|y1:T ). Because the hidden states in the networks used
in this paper are discrete, the inference procedure is identi-
cal to the inference method for HMMs called the forward-
backwards algorithm [11]. This involves recursively com-
puting a forward termαt(i) ≡ P (Xt = i|y1:t) and a back-
ward termβt(i) ≡ P (yt+1:T |Xt = i) and combining them
to produceP (Xt = i|y1:T ) via the formula:

P (Xt = i|y1:T ) =
P (yt+1:T |Xt = i)P (Xt = i|y1:t)

P (y1:T )
(2)

4.2. Person State Inference

In order to determine the state of each person in the meet-
ing, a DBN model of a HMM is created with a single dis-
crete hidden node and a single continuous-valued observa-
tion node. Given a sequence of real-valued state observa-
tions from the meeting, the above DBN inference algorithm
is used to infer the state of each person from the data.

The state transition functionP (Xt|Pt−1) for the DBN’s
hidden state is defined by a simple finite state machine
(FSM) model of a person’s behavior. As an example, Fig-
ure 5 illustrates a FSM that captures the set of possible states
that a person could be in at any given time during a meet-
ing. The “standing” state represents the action of changing
from a sit position to a stand position, while the “sitting”
state represents the action of changing from a stand posi-
tion to a sit position. Additional states such as “walking”
could be added to this machine, which would represent the
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Figure 5. Example finite state machine for a
single person in a meeting.

action of moving from one point in the environment to an-
other point. The possible values that the hidden state could
take represent such values as “sit”, “sitting”, “stand”, and
“standing”. The conditional probability distribution for the
hidden node are either hand-coded or learned from collect-
ing statistics from CAMEO’s observations. In the following
table, all conditional probabilities not listed are assumed to
be zero:

Conditional Probability
P (Xt = sit|Xt−1 = sit)
P (Xt = standing|Xt−1 = sit)
P (Xt = sitting|Xt−1 = sitting)
P (Xt = sit|Xt−1 = sitting)
P (Xt = stand|Xt−1 = stand)
P (Xt = sitting|Xt−1 = stand)
P (Xt = standing|Xt−1 = standing)
P (Xt = stand|Xt−1 = standing)

The topology of the person FSM is also learned in this
fashion as any transitions that are never observed place a
0 in the entry for that table. The prior for this model, or
hidden stateX1, is set to a uniform probability distribution
since CAMEO is uncertain as to what state each person will
be in when first viewed.

The observation modelP (Yt|Xt) consists of real-valued
vectors of face displacements. Relative displacements are
used rather than absolute positions because CAMEO will
not be aware of the positions of people in the environment
nor will it be aware of its own relative distance and bear-
ing to the people. As such, it is possible for a person in the
sit state to have a pixel Y value that is higher than a person
in the stand state. In order to train the models, a set of exem-
plar observation sequences for the different states were ob-
tained. These were used to generate the appropriate Gaus-
sian(µ,Σ) conditional probability distribution for the ob-
servation states, as shown in figure 6. These values were
used in the experimental section of the paper.
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Figure 6. Learned Gaussian distributions for
the real-valued observation vectors corre-
sponding to the four possible values of the
hidden state. The first and second standard
deviations are shown for each distribution.

4.3. Meeting State

The global state of the meeting is determined by ex-
amining all of the states of the individual meeting partici-
pants. Allowable state transitions are defined as a first-order
(fully-observable) Markov model which takes into account
a minimum duration for a state transition. Let such a meet-
ing model be defined asM = {S, T, D}, whereS is the
vector of allowable states,T is the transition matrix be-
tween states, andD is a minimum duration for being in that
state. The state duration is useful to avoid noise in the model
caused by the occasional misclassification of individual per-
son states.

Meeting Start

Presentation

Meeting End

General Discussion

Figure 7. Example finite state machine show-
ing the transitions for the global meeting
state.

Figure 7 illustrates an example of a simple finite-state
machine representation of the a meeting Markov model.
Each of these states is inferred by the actions of the peo-
ple in the meeting. If at any point, an unknown state is is en-
countered, the classification system will report that this fi-
nite state machine is not valid. In this fashion, several differ-
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Figure 8. Several frames of video annotated with CAMEO’s face detection and tracking results. Per-
sons ”A” and ”B” were detected in frame 1 and person ”C” is detected in frame 2. All three persons
are subsequently tracked through the sequence.

ent meeting finite state machines can be compared against
the data to see which one best matches the meeting.

Inference on this FSM is done simply by computing the
set of all the people states and determining whether a state
transition should be followed or whether the current state
should remain the same. If a state transition should be taken
but the minimum time for that state has not been reached, a
new state will not be taken.

5. Experimental Results

Our inference algorithms were evaluated over both live
and simulated data. In the following sections, we present the
results of these experiments and analyze the results.

5.1. Inferring Person State

Figure 8 shows a few frames of video of three people in
a meeting room. Once detected and tracked, each person’s
face is labeled with a letter (A-C). In this video, the three
people’s faces move around the image and change direction
from frontal to profile. The tracker successfully monitors
their positions and maintains the appropriate label. While
there are no occlusions in this video, it is fairly indicative of
a typical meeting environment in which most of the partic-
ipants are in view of CAMEO. Performance-wise, our sys-
tem detects and tracks people in CAMEO’s high resolution
mosaic video frames ((1764 × 357 pixels) at 3 frames per
second on a 3 GHz Pentium 4 machine.

Figure 9 shows the results from the dynamic Bayesian



network action recognition system. In this figure, the solid
line shows the hand-labeled ground truth of the person’s ac-
tivities, the dashed line shows the estimated activities, and
the circles indicate states that were misclassified. Of the
315 images encoded with person tracked data, only 29 of
the states were misclassified. Most of these occurred dur-
ing the transitions from the “stand” state through the “sit-
ting down” state to the “sit” state. This is primarily due to
variances in the way that people move around. Incorporat-
ing a larger collection of example person states would help
to alleviate some of these misclassifications.
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Figure 9. Classified actions from the center
person in the dataset illustrated in Figure 8.
Of the 315 timesteps in this dataset, only 29
of the states were misclassified. The Y-axis
represents the state where, 1=“Sit”, 2=“Sit-
ting down”, 3=“Stand”, and 4=“Standing up”.
The X-axis is the frame count. The data was
captured at 15 fps.

5.2. Inferring Meeting State

In order to evaluate the meeting-state classifier in a con-
trolled fashion, we made use of our meeting simulator to
generate long test sequences of data. Data-driven simula-
tion as a method for testing multi-agent learning and multi-
agent state inference has been used very successfully in the
domain of robot soccer [2] where the groups of small-size
robots are simulated with very high-fidelity. The use of a
simulator allows for careful control of the data so that dif-
ferent instances of events can be produced in any sequence.

The simulator was used to generate data from a meet-
ing that consisted of three people, where one of the peo-
ple gave a presentation. The presentation was preceded and
followed by general discussion. The example (observable)
Markov model in Figure 7 was used to classify the states of
the meeting. Unlike the previous DBN person state activ-

ity recognition system, the meeting state classifier matches
the aggregate person activities for all meeting participants
to symbolic states. If a novel meeting state is observed, or
if a meeting occurs with state transitions that don’t occur
in a known order, then the classifier will fail. Automatically
learning new meeting types is an area of active research.
Figure 10 shows the results of the meeting state classifica-
tion.
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Figure 10. Classified states from a simu-
lated meeting. State Meeting Start=1, Gen-
eral Discussion=2, Presentation=3, and Meet-
ing End=4. The horizontal axis is time in sec-
onds.

6. Summary/Future Work

We are interested in addressing the challenge of devel-
oping agent-based technologies to assist users in every-
day office-related tasks. These agents need to keep track
of their user’s state/situation so that they can properly han-
dle day-to-day tasks, and proactively address unexpected
events/tasks. We have developed a physical awareness sys-
tem called CAMEO (Camera Assisted Meeting Event Ob-
server) that is to be used by electronic agents to track the
positions of people when they are carrying out group in-
teractions in group meetings. In such situations, individual
computer-based interfaces may not be the most appropri-
ate method for an agent to keeping track of its user’s inter-
actions. Instead, what is needed is a passive visual observa-
tion system such as CAMEO which tracks the positions of
people in the environment and infers the state of the indi-
viduals as well as the state of the group as a whole.

CAMEO is designed to require minimal room instru-
mentation and very little calibration to operate. Because
very little a priori environmental information is expected,
CAMEO makes use of a robust facial identification scheme
to find and track people’s faces in the environment. The mo-
tions of the faces are tracked as features and fed into a Dy-
namic Bayesian Network-based classification system that is



used to infer the person’s state. The classifier makes use of
a model of human behavior which consists of a finite state
machine that is encoded into the Bayesian Network’s hid-
den state’s conditional probability distribution. The param-
eters for the observed states are learned from labeled data.
We have shown experimental results from a simulated state
model showing how CAMEO is able to infer the state of in-
dividual people in the meeting. Finally, high-level contex-
tual information about meeting states is used to define fi-
nite state machines that model how a typical meeting pro-
gresses. The high-level meeting states are classified by the
interactions observed from the individual people models.

For future work, we are actively developing new visual
classification algorithms that will augment the existing face
detection algorithm. One such improvement is through the
use of color histograms for body pose tracking. Once peo-
ple’s faces are identified, a color histogram of the torso is
learned that will give CAMEO more information about the
person’s body motion. This in turn will provide more fea-
tures to the DBN classifier that will allow it to become more
expressive in the kinds of states that can be expressed.

Additionally, the allowable meeting state models need to
be expanded to take into account other kinds of meeting for-
mats. A database of different meeting models can be built in
order to classify the different kinds of meeting types. In this
case, the meeting models would have explicit accept and re-
ject states which would be followed if the person state in-
formation didn’t match the model correctly.
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