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ML in Societal Applications





Societal Goals

Mitigate:
● Violations of human rights

○ Justice, equity, and non-discrimination 
○ Privacy and non-surveillance
○ Freedom of communication and 

expression 
○ Economic freedom

● Negative impact on human 
flourishing and wellbeing
○ Loss of human sovereignty and 

control
○ Human cognitive abilities 
○ ...

Foster:
● Productivity and efficiency gains
● Innovation and economic growth
● Due process

○ Consistency
○ Traceability
○ Making choices & biases evident

● …



AI Incidents on the Rise



Principles

● Fairness
● Accountability
● Transparency
● Safety and reliability
● Privacy
● …



Beyond Principles

Concerns around impact:
● Economic (IP, Antitrust, labor market effects)
● Sustainability and environmental 
● Eroding democratic values

○ misinformation and disinformation

Concerns around the process:
● Human sovereignty, autonomy, agency, self-determination 

○ Participation
○ Recourse / appeal
○ Mental health 

● …



Unfairness and Discrimination



(Outcome) Unfairness

Formal Principle of Distributive Justice:

“Equals should be treated equally, and unequals unequally, in proportion to relevant 
similarities and differences.” [Aristotle, ..., Feinberg’1973]

Working Definition of Outcome Unfairness:
Disparate or unequal allocation of harm/benefit across socially salient, but 

morally irrelevant groups of people.



Mathematical Notions of Fairness

● Group notions
○ Statistical parity
○ Equality of accuracy
○ Equality of false positive/false negative rates 
○ Equality of positive/negative predictive value

● Individual notions
○ Treat similar individuals similarly.

● Counterfactual notions



Statistical/Demographic Parity

● Equal selection rate across different groups: 

P[Yˆ= 1|S = s1] = P[Yˆ= 1|S = s2]

● Equal Employment Opportunity Commission: 

“A selection rate for any race, sex, or ethnic group which is less than 
four-fifths (or 80%) of the rate for the group with the highest rate will 
generally be regarded by the Federal enforcement agencies as evidence 
of [discrimination].”



Equality of Accuracy

● Equality of the prediction accuracy (L) across groups: 

E[L(yˆ, y) |S = s1] = E[ L(yˆ, y)| S = s2]

● Example: Gender shades (Buolamwini et al.’18)



Equality of FPR/FNR

● Equality of the False Positive Rate (FPR) across groups: 

P[Yˆ=1|Y =0, S = s1]=P[Yˆ=1|Y =0, S = s2]

● Equality of the False Negative Rate (FNR) across groups: 

P[Yˆ=0|Y =1, S = s1]=P[Yˆ=0|Y =1, S = s2]

● Equality of Odds: equal FNR and FPR simultaneously



Equality of PPV/NPV

● Equality of the Positive Predictive Value (PPV) 

P[Y =1|Yˆ=1, S = s1]=P[Y=1|Yˆ=1, S = s2]

● Equality of the Negative Predictive Value (NPV) 

P[Y =0|Yˆ=0, S = s1]=P[Y =0|Yˆ=0, S = s2]

● Predictive Value Parity (PVP): equal PPV and NPV simultaneously



Common Pros and Cons

● Ignoring possible correlation between Y and S.
● Allowing for trading off different types of error.
● Not considering practical considerations.

○ e.g., High accuracy difficult to attain for small groups
● …



Summary of Fairness Notions w. Confusion Matrix

For each group s, form:

● Statistical parity = Equality of  

● Equality of accuracy = Equality of  

● Equality of FPR/FNR = Equality of 

● Equality of PPV/NPV = Equality of 

across all s.

Y=0 a (true negative) b (false 
positive)

Y=1 c (false negative) d (true 
positive)



Individual vs. Group Fairness

● Treating people as individuals, regardless of their group membership.
● Disparate Treatment: 

“Similarly situated individuals must be treated similarly.”

● Similarity must be defined with respect to the task at hand. 

Example: movie casting vs. employment decisions in tech sector



Formalizing Individual Fairness

(Dwork et al. 2012):

● d(xi,xj): a metric defining distance between two individuals
● D: a measure of distance between distributions
● A randomized classifier h mapping x to ∆h(x) satisfies the (D, d)-Lipschitz property if ∀xi , xj ,

D(∆h(xi), ∆h(xj)) ≤ d(xi , xj ).



Several problems with the Formulation

● Does not treat dissimilar individuals differently.
● How should we pick d and D?
● Applicable to probabilistic models, only.
● Computationally expensive (O(n2) pairwise constraints)
● …



Myth: Data and ML Tools Are Neutral!

● Translating high-level goals into data is not neutral. 
● Data at best reflect the current state of the world.
● Learning algorithms pick up the patterns in data.
● Predictive models make errors.
● Deployment in real-world may have unforeseen consequences.



Simplified ML Pipeline

1. Task definition → Choosing (x,y)
2. Data collection → Collecting D
3. Model specification → choosing H
4. Model fitting/training → choosing and optimizing for L
5. Deployment in real-world → translating y^ into decisions leading to bi ; D’ 

 



Task Definition

Feature selection (x)

● Different statistical properties (e.g., SAT score) 
● Omitted variable bias (e.g., SAT prep courses) 
● Proxies (e.g., redlining)



Task Definition

Choice of the target variable (y)

● Ambiguous target (e.g., “good employee” vs. “positive annual evaluations”);
● Proxy target (e.g.,“commit a crimes” vs. “is rearrested”) 
● Discretization (e.g., binary gender classification)



Data Collection

Sample selection bias (D)

● Under/over-representation (e.g., street bumps app)
● Less data from the minority (e.g., accents in speech recognition)
● Outdated instances (e.g., hiring decisions for IT positions)



Data Collection

Data encoding past or existing injustices and prejudices

● Google queries for black-sounding names 



Data Collection

Measurement bias (x)

● e.g., assessing levels of pain



Model Specification

Simplified setting:

● f∗, the underlying model (yi =f∗(xi)+εi).
● h∗ ∈ H, the best available hypothesis.
● h=arg minh′∈HL(D,h′), the best model on finite sample
● For the sake of concreteness, let’s for now assume s ∈ {A, D},

Unfairness =E[(h(x)−y)2|s=D]−E[(h(x)−y)2|s=A]



Model Specification

E[(h(x)−y)2|s] = E[ (h(x)−h∗(x)+h∗(x)−f∗(x)+f∗(x)−y)2|s]

● Inherent uncertainty: E[ (f∗(x)−y)2|s ] = Var[ε|s].
● Approximation error (choice of H): E[ (f∗(x) − h∗(x))2|s]. 
● Estimation error: E[ (h∗(x) − h(x))2|s]



Model Training

Choice of objective function (L)

● Defining the cost or utility to be optimized 
● Choice of the regularizer
● Optimization



Deployment Consequences 

Feedback loops, e.g.,

● Observe if “crime rate is high” only if there is enough policing. 
● Observe if “paid back the loan” only if loan granted.
● Observe if “committed a crime” only if released on bail.



Deployment Consequences 

Mismatch between training and deployment populations

● Different population (e.g., facial recognition)
● Drifting populations (e.g., predictive policing)



Deployment Consequences 

Adverse strategic response

● Gaming the system
● Unintended use or adversarial attacks (e.g., Tay.ai)



Example: College Admissions

SAT score
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Example: College Admissions

Evident biases:

● Less data from the minority (i.e., red)
● Different statistical correlation (i.e., SAT score with success) 
● Disparate error distribution
● Omitted variable bias (i.e., group membership)

Potential biases:

● Labels in the dataset may be biased against reds. 
● Measurement bias (i.e., strength of letter)
● Discouraging red students

...



Objectives

• Awareness of the common societal/ethical concerns surrounding the use of AI in society

• Familiarity with existing notions of fairness and their limitations

• Mathematical definitions

• How to compute them using the confusion matrix

• Ability to hypothesize causes of unfairness in a given application


