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Few-shot Learning with LLMs

Improve pre-trained LLM

Last time
• Parameter efficient fine-tuning (PEFT)

– How to fine-tune (efficiently)

Today
• Instruction fine-tuning (IFT)

– What to fine tune on (instruction datasets)

• Reinforcement learning with human 
feedback (RLHF)

Option B: In-context learning

Fixed pre-trained LLM

Today
• Prompt Engineering
• Chain of thought prompting
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Option A: Supervised fine-tuning (SFT)

Suppose you have…
• a dataset D = {(xi, yi)}i=1

N and N is rather small (i.e. few-shot setting)
• a very large (billions of parameters) pre-trained language model
There are two ways to “learn”



PROMPT ENGINEERING
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Prompt Engineering

• Task: News topic classification
• Dataset: AG News
• Model: OPT-175B
• Setup: zero-shot learning
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Question: if we evaluate the model multiple times 
keeping everything fixed except for the prompt, do we 
always get the same results?



Prompt Engineering
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• Task: News topic classification
• Dataset: AG News
• Model: OPT-175B
• Setup: zero-shot learning

Question: how can we pick a 
good prompt? 

Answer: pick the prompt 
with the lowest perplexity 
under the model!



Prompt Engineering
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• Task: French word-level translation
• Dataset: NorthEuraLex
• Model: Bloom (multilingual LLM)
• Setup: zero-shot learning

Question: how can we pick a 
good prompt? 

Answer: pick the prompt 
with the lowest perplexity 
under the model!



CHAIN-OF-THOUGHT PROMPTING
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Chain-of-Thought Prompting
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Figure from http://arxiv.org/abs/2201.11903



Chain-of-Thought Prompting

• Asking the model to reason about its answer can improve its performance for 
few-shot in-context learning

• Chain-of-thought prompting provides such reasoning in the in-context 
examples

9
Figure from http://arxiv.org/abs/2201.11903



Chain-of-Thought Prompting

• Asking the model to reason about its answer can improve its performance for 
few-shot in-context learning

• Chain-of-thought prompting provides such reasoning in the in-context 
examples
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Figure from https://arxiv.org/pdf/2205.11916.pdf

• But the model 
does better even if 
you just prompt it 
to reason step-by-
step



Chain-of-Thought Prompting
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Figure from https://arxiv.org/pdf/2205.11916.pdf



Chain-of-Thought Prompting

• Asking the model to reason about its answer can improve its performance for 
few-shot in-context learning

• Chain-of-thought prompting provides such reasoning in the in-context 
examples
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Figure from https://arxiv.org/pdf/2205.11916.pdf

• But the model 
does better even if 
you just prompt it 
to reason step-by-
step



INSTRUCTION FINE-TUNING
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Prompting for Instruction Fine-tuned Models

• Models like ChatGPT, 
Llama-2 Chat, etc. have 
been fine-tuned as chat 
assistants 

• These (often) were trained 
with specific prompt 
templates that segment 
the prompt into different 
parts: (1) system (2) 
assistant (3) user
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Prompt formats from https://github.com/BerriAI/litellm/blob/main/litellm/llms/prompt_templates/factory.py 

[INST] <<SYS>>

You are a helpful AI assistant…

<</SYS>> [/INST]

[INST]

Organisms require energy in order to do what?

[/INST]

mature and develop

### Instruction:

### Instruction:

Organisms require energy in order to do what?

### Response:

mature and develop

A
lp

ac
a

Ll
am

a-
2 

C
h

at

sys:

asst:

user:

sys:

asst:

user:

https://github.com/BerriAI/litellm/blob/main/litellm/llms/prompt_templates/factory.py


Prompting for Instruction Fine-tuned Models

15

Prompt

Model
Output

Story: Jason listened to the weather 
and heard it was goingto be sunny. He 
thought the kids might like to 
goswimming. He gathered up the 
swimsuits, towelsand sunscreen. 
Jason and the kids got into the 
truckand drove to the beach. They 
spent the next 2 hoursplaying and 
splashing in the surf.

One-sentence Summary:

Jason took the kids swimming at the 
beach after hearing the weather 
forecast, gathering necessary items 
and driving there.

Llama-2-70B Llama-2-7B Chat
Sure! Here is a one-sentence 
summary of the story:
Jason and the kids went on a fun-
filled day at the beach, playing and 
splashing in the surf after gathering 
all the necessary items, including 
swimsuits, towels, and sunscreen.Story text from https://arxiv.org/pdf/1910.00998.pdf



Prompting for Instruction Fine-tuned Models
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Prompt

Model
Output

Story: Jason listened to the weather 
and heard it was goingto be sunny. He 
thought the kids might like to 
goswimming. He gathered up the 
swimsuits, towelsand sunscreen. 
Jason and the kids got into the 
truckand drove to the beach. They 
spent the next 2 hoursplaying and 
splashing in the surf.

One-sentence Summary:

Jason took the kids swimming at the 
beach after hearing the weather 
forecast, gathering necessary items 
and driving there.

Llama-2-70B Llama-2-7B Chat
Sure! Here is a one-sentence 
summary of the story:
Jason and the kids went on a fun-
filled day at the beach, playing and 
splashing in the surf after gathering 
all the necessary items, including 
swimsuits, towels, and sunscreen.Story text from https://arxiv.org/pdf/1910.00998.pdf

Lllama-2-7B Chat was 
instruction fine-tuned 
(more on this later) 
and so its responses 
look quite different 

from the Llama-2 
models that were not



Instruction Fine-Tuning

• Motivation: Autocomplete → e.g. Chat

– Suppose you want to build a chat agent

– LLMs are trained to reduce the 
perplexity of a large training corpus 
containing web text, articles, code, etc.
(i.e. it’s good at completing your 
_________.)

– But a chat agent should not merely 
predict what comes next, it should 
behave conversationally and know 
when to stop

– We want to align the LLM with the 
expectations of a human user for a 
given task in some instruction

• Key idea:

– Build a “chat agent” training dataset

– Fine-tune the LLM on this data

• This technique goes by many names…

– instruction fine-tuning

– chat fine-tuning

– alignment 

– behavioral fine-tuning

17



Instruction Fine-Tuning
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Answer:

Sources of prompts:

Sources of responses:

Question:
How can we build a “chat agent” training 
dataset?

• Key idea:

– Build a “chat agent” training dataset

– Fine-tune the LLM on this data

• This technique goes by many names…

– instruction fine-tuning

– chat fine-tuning

– alignment 

– behavioral fine-tuning



Datasets for 
Instruction 
Fine-Tuning
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Figure from http://arxiv.org/abs/2301.13688 



Dataset: InstructGPT

• InstructGPT consisted of 
13k prompt/response 
pairs

• Labelers were tasked 
with writing an 
instruction prompt and a 
demonstration response 
of how a chat agent 
should reply

• Some prompts were 
taken from early users of 
the OpenAI API, and 
labelers wrote the demo 
response

• All data is closed source

20
Figure from http://arxiv.org/abs/2203.02155 



Dataset: Dolly

• Dolly is an open source 
follow-up to InstructGPT of 
15k instruction fine-tuning 
examples

• Employees of DataBricks 
wrote all the prompt / 
response pairs

21



Dataset: Dolly
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Category Instruction Context Response

Open Q&A What individual 
has won the most 
Olympic gold 
medals in the 
history of the 
games?

Michael Phelps has won the most gold 
medals of all time with 23 golds.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

General Q&A What is best 
Playstation or 
Xbox

Playstation and Xbox are two competing game 
consoles, where which is "best" will depend on the 
preferences of the gamer. From a graphics and 
performance perspective they are comparable, with 
Sony's Playstation technically leading, though most 
gamers would be unlikely to notice a significant 
difference. From a game library perspective, both 
consoles have their respective first-party titles that 
appeal to different demographics. For example, 
Microsoft has seen great popularity due to popular 
title Halo being exclusively available on the console. 
On the other hand, Playstation has popular exclusive 
titles such as God of War and Gran Turismo. 
Ultimately the decision of which console is best will 
likely come down to which games titles the 
purchaser prefers.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

Closed Q&A When was the first 
Reading railway 
station opened?

Reading railway station is a major transport 
hub in Reading, Berkshire, England. It is on the 
northern edge of the town centre, near the 
main retail and commercial areas and the River 
Thames, 36 miles (58 km) from London 
Paddington. The first Reading station was 
opened on 30 March 1840 as the temporary 
western terminus of the original line of the 
Great Western Railway (GWR). Reading is the 
ninth-busiest station in the UK outside London 
and the second busiest interchange station 
outside London with over 3.8 million 
passengers changing trains at the station 
annually.

The first Reading railway 
station was opened on the 
30th of March, 1840.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

Information 
Extraction

Extract all of the 
dates mentioned 
in this paragraph 
and list them using 
bullets in the 
format {Date} - 
{Description}

Daniel Leavitt was born November 
16, 1813, at Rye, New Hampshire, 
the son of Benning Leavitt, 
influential businessman, state 
senator, county commissioner and 
later Chicopee Selectman, and his 
wife Olive (Jenness) Leavitt. Daniel 
Leavitt married in 1838 at West 
Springfield, Massachusetts, Ruth 
Jeannette Ball. They had three 
children.

• November 16, 1813 - This is when Daniel 
Leavitt was born 
• 1838 - This is when Daniel Leavitt married 
his wife Ruth Jeannette Ball.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

Brainstorming What are some 
unique curtain tie 
backs that you can 
make yourself?

There are many items you can use to make 
a curtain tie back. Some ideas for this 
include a chain, a circle and pin, jute rope, 
wooden beaded rope, a necklack or 
bracelet, a door knob, a length of a leather 
belt, macrame rope, or a string of artificial 
flowers.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

Summarization What is a 
dispersive prism?

In optics, a dispersive prism is an 
optical prism that is used to 
disperse light, that is, to separate 
light into its spectral components 
(the colors of the rainbow). 
Different wavelengths (colors) of 
light will be deflected by the prism 
at different angles. This is a result 
of the prism material's index of 
refraction varying with 
wavelength …

A dispersive prism is an optical prism that 
disperses the light's different wavelengths 
at different angles. When white light is 
shined through a dispersive prism it will 
separate into the different colors of the 
rainbow.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

Classification Identify which 
instrument is 
string or 
percussion: 
Cantaro, Gudok

Gudok is string, Cantaro is percussion.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

Creative 
Writing

Write a haiku 
about how much I 
love pickles.

Caressed by sweet brine, you are crispy 
and crunchy. Oh, won’t you be mine?

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Dolly
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Category Instruction Context Response

Creative 
Writing

What should I do 
on a free 
afternoon in San 
Francisco?

You can visit and take photos at San 
Francisco's landmarks such as Pier 39 or 
Golden Gate Bridge. If you enjoy walking 
outdoors, there are several large parks in 
the city. You can visit Golden Gate Park and 
the various attractions and museums 
located in the park. The Presidio is also a 
popular park where you can get some of 
the best views of Golden Gate Bridge.

Examples from https://huggingface.co/datasets/databricks/databricks-dolly-15k



Dataset: Flan
• Flan (Wei et al., 2021) was one of 

the first instruction fine-tuning 
datasets

• Recent versions of the dataset 
contain ~3.5 million examples

• Key idea: build instruction fine-
tuning examples from existing NLP 
tasks/datasets (12 tasks, 62 
datasets)

• For each NLP task/dataset, Flan 
created 10 different templates

31

Figure from http://arxiv.org/abs/2109.01652 



Instruction Fine-Tuned Models

These models begin with 
a pre-trained Base Model

They are then fine-tuned 
on some instruction 
following dataset

The resulting model is 
often very effective even 
at a smaller scale than the 
largest LLMs available 
(e.g. 7B – 13B parameters 
is typical)

32
Figure from http://arxiv.org/abs/2308.10792 



Multi-Modal Instruction Fine-Tuning

33
Figure from http://arxiv.org/abs/2212.10773 



Multi-Modal Instruction Fine-Tuning

MultiInstruct (Xu et al., 2023) combines 62 multi-modal tasks from 21 open source 
datasets into a single multi-modal instruction fine-tuning dataset

34
Figure from http://arxiv.org/abs/2212.10773 



Multi-Modal Instruction Fine-Tuning

MultiInstruct (Xu et al., 2023) combines 62 multi-modal tasks from 21 open source 
datasets into a single multi-modal instruction fine-tuning dataset

35
Figure from http://arxiv.org/abs/2212.10773 



REINFORCEMENT LEARNING WITH HUMAN 
FEEDBACK (RLHF)
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RLHF
• InstructGPT uses 

Reinforcement 
Learning with Human 
Feedback (RLHF) to 
fine-tune a pre-
trained GPT model

• From the paper: 
“In human 
evaluations on our 
prompt distribution, 
outputs from the 1.3B 
parameter 
InstructGPT model are 
preferred to outputs 
from the 175B GPT-3, 
despite having 100x 
fewer parameters.”

37
Figure from https://arxiv.org/pdf/2203.02155.pdf 

https://arxiv.org/pdf/2203.02155.pdf


RLHF

38
Figure from https://arxiv.org/pdf/2203.02155.pdf 

• Step 1 performs instruction 
fine-tuning on 13k training 
examples

• This aligns the model 
behavior with what we 
would expect of a chat 
agent

• But the diversity of the 
interactions might still be 
limited by the contents of 
the training data

https://arxiv.org/pdf/2203.02155.pdf


RLHF

39
Figure from https://arxiv.org/pdf/2203.02155.pdf 

• In Step 2, takes 33k 
prompts and samples a 
collection of responses 
from the instruction 
fine-tuned model for 
each one

• The human labeler 
ranks the K ∈ {4,…,9} 
responses

https://arxiv.org/pdf/2203.02155.pdf


Example 
Interface for 

Crowdworkers

40
Figure from http://arxiv.org/abs/2204.05862



RLHF

41
Figure from https://arxiv.org/pdf/2203.02155.pdf 

• In Step 2, takes 33k 
prompts and samples a 
collection of responses 
from the instruction 
fine-tuned model for 
each one

• The human labeler 
ranks the K ∈ {4,…,9} 
responses

• The reward model is a 
copy of the Step-1 LLM, 
but with the softmax 
over words replaced so 
that it outputs a single 
scalar value, i.e. the 
reward

• The model is trained so 
that rewards of the 
higher ranking 
(winning) responses 
are larger than those of 
the lower ranking 
(losing) responses

https://arxiv.org/pdf/2203.02155.pdf


RLHF

42
Figure from https://arxiv.org/pdf/2203.02155.pdf 

• In Step 2, takes 33k 
prompts and samples a 
collection of responses 
from the instruction 
fine-tuned model for 
each one

• The human labeler 
ranks the K ∈ {4,…,9} 
responses

• The reward model is a 
copy of the Step-1 LLM, 
but with the softmax 
over words replaced so 
that it outputs a single 
scalar value, i.e. the 
reward

• This regression model 
is trained so that 
rewards of the higher 
ranking (winning) 
responses are larger 
than those of the lower 
ranking (losing) 
responses

• The objective function for the reward model:

• where

• all the (K choose 2) rankings for each prompt are kept 
together in a single batch for efficiency/stability

https://arxiv.org/pdf/2203.02155.pdf


RLHF

43
Figure from https://arxiv.org/pdf/2203.02155.pdf 

• Step 3 trains the model from Step 1 using 
reinforcement learning

• Instead of having a human or some expert model 
provide rewards, we take the reward model from 
Step 2 as ”ground truth” for the rewards

• Reinforcement learning uses (state, action, 
reward) tuples as training data
• state = prompt
• action = response
• reward = scalar from regression reward model
• each episode lasts exactly one turn

• RL objective is combined with pre-training 
objective:

https://arxiv.org/pdf/2203.02155.pdf


RLHF Objective Function 

44

The objective function used here is modeled off of the (rather popular) PPO algorithm. That algorithm, 
in turn, is a type of policy gradient method and motivated by the objective functions for trust region 
policy optimization (TRPO). But the (super high level) intuition behind the objective function is as 
follows:
1. The expectation of the reward says that on samples from the RL trained model πRL, we want the 

probability of that sample piRL to be high when the reward rθ is high and for it to be low otherwise.
2. The expectation of the beta term says that we don't want the RL trained model probabilities πRL to 

stray to far from the supervised fine-tuned (SFT) model πSFT -- this is instantiated as a KL divergence 
penalty.

3. The expectation under the pretraining distribution Dpretrain is just the standard log-likelihood of a 
training sample that we use for supervised fine-tuning, but applied here to the RL trained model as 
well.

Note that in practice, we don't compute these expectations exactly, we approximate each with a 
Monte Carlo approximation (i.e. a sum over a very small number of samples).

https://arxiv.org/pdf/1707.06347.pdf
https://arxiv.org/abs/1502.05477
https://arxiv.org/abs/1502.05477


RLHF Results

• Does RLHF help?

• Yes, it increases 
helpfulness and 
harmlessness 

• It does not hurt 
zero-shot or few-
shot performance 
on most tasks

45
Figure from http://arxiv.org/abs/2204.05862



RLHF Results

• Does RLHF help?

• Yes, it increases 
helpfulness and 
harmlessness 

• It does not hurt 
zero-shot or few-
shot performance 
on most tasks

46
Figure from http://arxiv.org/abs/2204.05862



Okay so now 
what do we do 
with this 
thing…? 

47Source: https://arxiv.org/pdf/2203.02155 Slides: Henry Chai, Matt Gormley

https://arxiv.org/pdf/2203.02155


Reinforcement 
Learning: 
Problem 
Formulation

48

 State space, 𝒮

 Action space, 𝒜

 Reward function 

 Stochastic, 𝑝 𝑟 𝑠, 𝑎)

 Deterministic, 𝑅:  𝒮 ×  𝒜 → ℝ

 Transition function

 Stochastic, 𝑝 𝑠′ 𝑠, 𝑎)

 Deterministic, 𝛿:  𝒮 ×  𝒜 → 𝒮Slides: Henry Chai



Reinforcement 
Learning: 
Problem 
Formulation 
for Fine-tuning 
LLMs

 State space, 𝒮 = all possible sequences of tokens

 Action space, 𝒜 = vocabulary of next tokens

 Reward function 

 Stochastic, 𝑝 𝑟 𝑠, 𝑎)

 Deterministic reward based on reward model 

trained on human feedback, 𝑅𝜃

 𝑅𝜃  is a bit of weird reward function from an RL 

perspective: it returns 0 ∀ 𝑎 ≠ EOS and 

𝑟𝜃 𝑥, 𝑠, 𝑎 − 𝑥  otherwise

 Transition function

 Stochastic, 𝑝 𝑠′ 𝑠, 𝑎)

 Deterministic, 𝛿 𝑠, 𝑎 = 𝑠, 𝑎 49Slides: Henry Chai



Reinforcement 
Learning: 
Object of 
Interest for 
Fine-tuning 
LLMs

 The LLM to be fine-tuned, 𝜋𝜙 𝑎 𝑠

 Specifies a distribution over next tokens given any input 

sequence

 An episode Τ = 𝑥, 𝑎0, 𝑠1, 𝑎1, … , 𝑠𝑇  is one completion of 

the prompt 𝑥, ending in an EOS token

 The LLM induces a distribution over possible completions

𝑝𝜙 Τ = 𝑝 𝑎0, 𝑠1, 𝑎1, … , 𝑠𝑇  | 𝑥 ≔ 𝑠0

𝑝Θ Τ = ෑ

𝑡=0

𝑇−1

𝜋𝜙 𝑎𝑡 𝑠𝑡
50

𝑠𝑡 𝜙

𝑝 𝑎1|𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎1 𝑠𝑡

𝑝 𝑎2|𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎2 𝑠𝑡

𝑝 𝑎 𝒜 |𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎 𝒜 𝑠𝑡

⋮
Model:

Slides: Henry Chai
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