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Abstract

Using demonstration to guide behavior generation for non-player characters (NPCs) is a challenging problem. Particularly, as new situations are encountered, demonstration records often do not closely correspond with the task at hand. Open-world games such as The Elder Scrolls V: Skyrim or Borderlands often reuse locations within the game world for multiple quests. In each new quest at each location, the particular configuration of game elements such as health packs, weapons, and enemies changes. In this paper, we present an approach that utilizes user demonstrations for generating NPC behaviors while accommodating such variations in the game configuration across quests.

Introduction

Training NPC behavior allows video game players to interact with friendly NPCs in tactics of their own design. Game designers can also use demonstration to author specific NPC behavior not easily captured by other approaches. A particular challenge in the context of NPC behavior training is that of adapting behavior as demonstrated to new environments and new problems. Open-world games often present the player with quests or missions that give the player familiar tasks in new locations and novel tasks in old locations. For example, the player may be asked to clear a dungeon of enemies in one quest, and then to go back to the same location in another quest to retrieve a special item. If the NPC is trained how to behave in the first quest, it is unclear how to apply that experience to the new scenario.

NPC behavior generation can be posed as a planning problem and accomplished by graph search. Graph search algorithms like A* will find an optimal solution, if a solution exists (Hart, Nilsson, and Raphael 1968). Other algorithms, like Weighted A* (Hart, Nilsson, and Raphael 1968) can find a solution in less time or with fewer computational resources, but at the cost of guaranteed solution optimality (Likhachev, Gordon, and Thrun 2003).

As discussed in (Drake, Safonova, and Likhachev 2016), the Experience Graph method can be used to train NPC behavior. The E-Graph method (Phillips et al. 2012) produces solutions which prefer to reuse segments of experience or demonstration paths. It does so by storing demonstrations as paths and then computing a heuristic function that biases the search towards the reuse of these paths within provided bounds on sub-optimality.

When the NPC behavior needed to accomplish a quest goal differs from behavior which was demonstrated in training, the use of the E-Graph heuristic can be more computationally costly than planning a solution with the plain A* algorithm. It can also produce strongly sub-optimal solution behaviors, since the search prefers to use the training data, which leads it astray. We propose a method of incorporating Multi-Heuristic A* Search (Aine et al. 2015) to adapt demonstration from one quest configuration to another.

Previous Work

Generating behavior for video game NPCs is typically accomplished by hand-crafted control schemes such as behavior trees (Isla 2005) or finite state machines (Coman and Muñoz-Avila 2013). Alternatively, a given objective function can be used to guide behavior generation, as in planning (Macindoe, Kaelbling, and Lozano-Perez 2012) approaches.

Graph search-based planning is commonly used in video game AI. The A* graph search algorithm has been used in myriad applications, including for spatial trajectory planning (e.g. navigation meshes (Snook 2000)) and AI decision-making. A* is a general-purpose graph-search technique which finds the optimal path between two nodes in a graph and does so by exploring the fewest number of nodes necessary to guarantee that the optimal solution has been found (Hart, Nilsson, and Raphael 1968). Variations on A* exist, such as Weighted A*, which relax the guarantee on solution quality (Likhachev, Gordon, and Thrun 2003). These variations tend to produce feasible solutions in less time than the standard A* algorithm can produce the optimal solution.

Demonstration can be used to guide NPC behavior generation. This can permit NPC behaviors to change (as new training demonstrations are provided) to suit new situations not anticipated at development time. In the field of robotics, inverse optimal control (Finn, Levine, and Abbeel 2016), (Ratliff, Silver, and Bagnell 2009) is used to learn a cost function from demonstration to bias the search. The E-Graph method instead recomputes the heuristic function to bias the search, leaving the cost function intact.

The E-Graph technique builds on A* by modifying the
search heuristic. The E-Graph heuristic makes the search prefer to use paths from demonstration or previous solutions (experience) while generating a new solution path. A heuristic inflation parameter controls how much the search prefers to use experience paths, and it also affects the guarantee on solution optimality much like Weighted A*. Thus, the E-Graph method allows its user to make a tradeoff between how closely a new solution matches the experience and how far the new solution’s cost might be from optimal. In cases where an experience path closely matches the optimal solution, the algorithm produces high-quality solution paths in little time.

For the purpose of NPC behavior generation from demonstration, the training-graph (T-Graph) heuristic (Drake, Safonova, and Likhachev 2016) was introduced to handle some of the particular qualities of the video game NPC behavior problem. While the E-Graph method either embeds experience within the search graph or augments the search graph with demonstration data (Phillips et al. 2013), the T-Graph heuristic permits the experience graph to lie off of the search graph so long as a heuristic function can be computed between the two. This is important because NPC behavior is often constrained (for example, the NPC may only be able to navigate on the navmesh), and the behavior of a player demonstrating a tactic is not. The T-Graph heuristic also tends to smooth out the heuristic gradient to remove local minima in the search space which slows down search progress. NPC behavior can be planned from demonstration in this way, but as with the E-Graph heuristic, when the spatial configuration of a problem is greatly different from the configuration of the demonstration record, large local minima are introduced and performance suffers. Addressing such issues is the focus of this paper.

Game Context

We consider open-world video games such as the games in the Elder Scrolls and Borderlands series. These kinds of games often send the player and supporting NPCs on quests (or “missions”) through portions of the game environment we will call “dungeons” here. Each dungeon is accessible from the greater game world, but itself only represents a limited physical area. The game’s storyline presents the player with quests, and so-called “side-quests” tangential to the main storyline are also available to the player. See Figure 1 and Figure 2 for examples of quest objectives and the corresponding dungeon areas from both the Borderlands and Skyrim games.

These quests often re-use particular dungeons at different points in the game. The player may be sent through a dungeon to retrieve a special item in one quest, but then be sent back to the same dungeon to activate a device in another quest. Parts of the dungeon may be exactly the same in a later quest as they were previously, but other important parts of the dungeon may have moved around. A key to open a door might be moved to a new location, there might be additional health pack pick-ups available, and enemies may have been randomly placed in new locations. See examples of environment reuse across quests in Figure 3 and Figure 4.

NPC Behavior Training

As discussed in (Drake, Safonova, and Likhachev 2016), it can be useful to train NPC behavior in these kinds of games, so that a companion NPC can more effectively assist the player, or so that the game developer can augment the NPC’s ordinary AI capabilities with trained behavior for special circumstances. Training can be done by allowing the player (or developer) to record a trace of gameplay in a dungeon environment and then feeding this trace into a demonstration-based planning method like the E-Graph planner.

Since these kinds of heuristic graph search algorithms are complete, they will find a solution if any solution exists, so eventually they will find a behavior path for the NPC. Unfortunately, when the player and NPC encounter a new quest for a dungeon, the dungeon configuration may change so much that the training trace misleads the search into large local minima, causing a large computational delay before a solution path is found.

Demonstration-Based Training Via Graph Search

Graph Search

To use graph search for NPC behavior generation, the game’s configuration space is discretized as a graph. Nodes on the graph describe the game state at a moment in time, including all positions of enemies and items, NPC behavior state, etc. Edges between nodes represent possible transitions from one game state $a$ to another game state $b$ and each edge from $a$ to $b$ has an associated cost $cost(a, b)$. For navigation planning, the cost may be in units of distance (the distance travelled on an edge), but in our case we use units of time, which captures a notion of the expense of both navigation actions and other kinds of actions such as attacks.

Figure 1: A Borderlands game mission with three objectives. The first objective’s location (waypoint) is marked with a diamond marker at the bottom of the local map.

Figure 2: A Skyrim game quest with four objectives. The local map of the associated game area shows a quest objective marked with a $V$ marker at the bottom of the view.
States in the search space are generated on the fly. To do this, a successor generation function $\text{succ}(a)$ is defined to generate the set of all neighboring nodes reachable from input state $a$. This function generates successors according to all of the action choices available to the NPC, the effects those actions have on the world (e.g. attacking: if the NPC initiates an attack, this can harm enemies), and effects the world has on the NPC (e.g. physics: if from state $a$ the NPC chooses to jump off a ledge, a result encoded in the corresponding successor $b$ is that the NPC’s position falls with gravity by an amount appropriate for the time cost $\text{cost}(a, b)$ of that edge.

The initial state of the game world is encoded as $S_{\text{start}}$, one of the states in the graph. A desired behavior outcome (e.g. a task from a game quest) defines the goal of the search problem. Since the goal may only be partially-specified, a function $\text{SatisfiesGoal}(a)$ is defined to compute whether or not state $a$ satisfies the conditions of the behavior goal, rather than having a single goal state in the graph.

A graph search algorithm is used to find a path through the state space from the start state to any state satisfying the goal conditions. The path then encodes a sequence of actions which brings the NPC from $S_{\text{start}}$ through the dungeon to the quest task goal defined by $\text{SatisfiesGoal}$.

Heuristic graph search algorithms like A* use a heuristic function $h(a, b)$ to focus the graph search process. A heuristic for A* search should be admissible and consistent. An admissible heuristic never overestimates the cost between two nodes. A consistent heuristic satisfies this triangle inequality: $h(a, c) \leq c(a, b) + h(b, c)$ (note that node $b$ is a successor of $a$). For example, a simple admissible and consistent heuristic commonly used in, e.g., navigation planning is defined by the Euclidean distance between the NPC positions in states $a$ and $b$. When the $\text{cost}$ unit is time instead of distance, Euclidean distance can be divided by the maximum possible travel speed to produce a result in units of time.

Weighted A* search is much like A*, but it inflates an admissible and consistent heuristic by a factor of $w$. This allows the search to find solutions which are guaranteed to be no worse in cost than $w$ times the optimal solution cost. This tends to make searches find a path to the goal in substantially less time than plain A* can.

**E-Graph Heuristic**

The Experience Graph (E-Graph) method introduces a way to guide a graph search to utilize recorded experience paths. These E-Graph paths are recorded from prior graph search solutions, or they can come from demonstrations. The E-Graph algorithm is implemented by substituting the special E-Graph heuristic $h^E$ in place of the original graph heuristic $h^G(a, b)$. For example, for navigation planning, the E-Graph heuristic may replace the Euclidean distance heuristic. The E-Graph method uses a new parameter $1 \leq \epsilon^E$ which controls how much the search prefers to use the experience paths. In extension from Weighted A*, when $\epsilon^E > 1$, the solution quality is bounded between the cost of the optimal solution and $w\epsilon^E$ times the cost of the optimal solution.

The E-Graph heuristic $h^E(a, b)$ can be defined as follows:

$$\min_{\pi} \sum_{i=0}^{N-1} \min \left\{ \epsilon^E h^G(s_i, s_{i+1}), c^E(s_i, s_{i+1}) \right\}$$

where $\pi$ is a path $\langle s_0, \ldots, s_{N-1} \rangle$, $s_0$ is $a$ and $s_{N-1}$ is $b$. $c^E(a, b)$ returns the ordinary cost $\text{cost}(a, b)$ if its inputs $a$ and $b$ are both on the E-Graph, otherwise returns an infinite value. This heuristic returns the minimal path cost from $a$ to $b$ where the path $\pi$ is composed of an arbitrary number of two types of segments. One type of segment is a jump between $s_i$ and $s_{i+1}$ at a cost equal to the original graph heuristic inflated by $\epsilon^E$. The other type of segment is an edge on the E-Graph, and its cost in $\pi$ is its actual cost. In this way, the larger $\epsilon^E$ gets, the more the search prefers to utilize path segments on the E-Graph, since searching off of the E-Graph becomes costly.

**Adaptability Across Quests**

When the E-Graph heuristic (or T-Graph heuristic from (Drake, Safonova, and Likhachev 2016)) is used to guide an NPC behavior planner search to reuse training paths and the current quest configuration of a dungeon differs from its configuration in the training quest, search progress can be delayed by large local minima due to these differences. The contribution of this paper is in the use of Multi-Heuristic A* graph search to alleviate such issues.

Multi-Heuristic A* (MHA*) (Aine et al. 2015) performs a graph search while exploiting the guidance of multiple different heuristics. We will focus on the MHA* implementation called Shared Multi-Heuristic A*. MHA* essentially conducts multiple separate graph searches, each using a different heuristic. One search, called the anchor search, uses an admissible heuristic, while the other searches do not need
to be admissible. Search g-values are shared across searches, which allows the algorithm to have parts of the solution path be found by different searches.

Consider the following example of a simplified game with an NPC and a dungeon environment. The NPC can navigate the environment by walking or sneaking, but there are obstacles in the environment blocking some paths. In addition, the NPC can complete some spatial events in the environment, such as picking up an item. A key and a shield are available in the environment. The NPC starts without holding the key nor the shield and must walk over these items to pick them up. There may be an enemy in the environment which attacks when the NPC gets near it. The enemy’s attacks hurt less if the NPC is carrying a shield. There may be a door in the environment, which will not open unless the NPC possesses the key.

Figure 5: Test environment used in this paper to illustrate the advantage of using MHA*. The two lines with dots at each vertex represent E-Graph paths where the key and shield were instead located at points A and B, respectively.

See Figure 6 and Figure 5 to see how a dungeon configuration can change between quests. In this example there was one dungeon iteration with a shield and an enemy, another dungeon iteration with a key and a door, and finally a third iteration with a shield in a new position, an enemy, a key in a new position, and a door.

See Figure 7 for a visualization of how the T-Graph method can perform well when the demonstration path closely matches the current quest configuration, but performance suffers severely when the quest changes.

We use $h_S$ (Euclidean Distance heuristic) as the anchor heuristic in our MHA*-based NPC behavior planner. We use several inadmissible heuristics as follows. Let each event instance $i$ be defined as a partially-specified world state where the event occurs. A property $T(i, s)$ is true whenever the effect of $i$ being Triggered is detectable on state $s$ (e.g. after picking up a shield, the shield is present in NPC inventory). For each event instance $i$, we include an additional heuristic $h_Q(i, a, b)$. This heuristic guides the search first toward the event location and then from the event location to $b$ according to the E-Graph heuristic. Specifically, the heuristic is computed conditionally as defined in Equation 2:

$$
h_Q(i, a, b) = \begin{cases} 
    h_S(a, i) + h_E(i, b) : \neg T(i, a) \\
    h_E(a, b) : T(i, a)
\end{cases}
$$

(2)

If the event instance $i$ has not been triggered (e.g. for the shield pick-up event, if the shield is not yet in inventory) at state $a$, then $h_Q(i, a, b)$ is the distance from $a$ to $i$ plus the E-Graph heuristic from $i$ to $b$; otherwise if the event instance $i$ has already been triggered (e.g. if the shield is already in inventory) at $a$, then $h_Q(i, a, b)$ is simply the E-Graph heuristic from $a$ to $b$. A variation on our method would use a different heuristic (perhaps the E-Graph heuristic) for the distance between $a$ and $i$ in the case $\neg T(i, a)$, the case where event $i$ has not yet been triggered at $a$.

**Theoretical Properties**

Our technique inherits theoretical properties from MHA*. Though we have focused on simply generating feasible solutions in less time, MHA* provides a bound on the cost of the solution path. Two parameters used within the MHA* algorithm are $w_1$ and $w_2$. The $w_1$ parameter inflates the heuristics used within the MHA* searches, and the $w_2$ parameter
is a factor to prioritize the inadmissible searches over the admissible anchor search. The cost of the solution path found by MHA* is guaranteed not to be more than $w_1 \times w_2$ times the cost of the optimal solution.

Though the E-Graph heuristic on its own introduces the possibility of sub-optimality in solution paths (in proportion to the size of the $E$ parameter), since we only use the E-Graph heuristic within the inadmissible searches of MHA*, $E^2$ has no effect on the sub-optimality guarantee of the MHA* search. MHA* provides its bound on sub-optimality independently of how inadmissible the inadmissible heuristics are.

**Results**

All of our results were generated on a Windows 7 machine with a 2.8GHz (up to 3.46 GHz) Intel i7-860 CPU and 12GB of dual-channel PC3-10600 RAM. Our code was written in C# for the Unity3d Game Engine.

To illustrate the benefit of using MHA*, we implemented a simplified NPC behavior planning problem. In the example test game (Figure 5) is an NPC whose state includes 2D ($x$ & $y$) position (each discretized into fifty possible values), a health value from 0 to 100 (discretized in multiples of twenty, so there are six possible values), stealth mode (sneaking or not sneaking), and an inventory which can hold (or not) a key and hold (or not) a shield.

This test quest requires the NPC to acquire both the shield and the key to reach the goal. The quest task is to traverse the dungeon space to reach the goal position G. The goal is within a room blocked by a locked door, and the vicinity of the room can only be reached by making it past an enemy at a choke point. The enemy can only be passed alive while holding the shield. See Figure 8 to see an example of the kind of NPC behavior required to complete the quest task.

Two demonstrations, shown in Figure 5, each from a different quest in the same environment, are provided to the NPC. In one, there is no enemy at the choke point, and the key is in a slightly different location. In the other, there is no door, and the shield is in a slightly different location.

We compiled results for Weighted A* (including $w = 1$, which is standard A*), the T-Graph algorithm ($E^T$ is its inflation factor, like E-Graph’s $E^2$), and MHA* as described in the previous section. Various configurations of the $w$, $E^T$, $w_1$, and $w_2$ parameters were tested and from these we chose the best for each algorithm. Listed in Figure 9 are the configurations we used. Because of the poor performance of the T-Graph method at adapting across quests, the optimum values for $E^T$ were actually all found to be 1, degenerating it to A* search, so we picked the value 2 instead to illustrate the problem. We generated MHA* results for $E^T = 2$ to compare, and also for $E^T = 100$ to show its capacity for improved performance for the same bounds.

As seen in Figure 10 the overhead of MHA* can cause it to run slower than the other methods in some cases when the bound factor is low, but as the bound factor increases, MHA* manages to outperform the other methods.

As seen in Figure 11, our MHA* approach outperforms the other methods in terms of expansion counts. Our MHA*
method performs the best because it adapts the demonstrations to the new event locations and utilizes information from both experience paths together while searching for the goal. Note that the MHA* samples for $\epsilon^T = 2$, N*, O*, P*, Q*, and S* outperform the corresponding T-Graph samples H†, J†, K†, and L†, even though $\epsilon^T$ is the same and they have the same sub-optimality bound.

For a more complex problem, where each state expansion is more expensive (e.g., more expensive successor generation due to collision checking, world modeling, etc.), MHA*'s advantage in expansion counts outweighs the overhead of using MHA*. We tested this by adding several parameters to the NPC state, increasing the number of successors generated for a state from 16 to 256. Results are in Figure 12.

We also tested randomizing the key and shield locations to see how our MHA* method performs over a range of initial conditions. The key and shield were randomly placed in feasible locations (so they could be acquired before they are needed to solve the problem). Our results can be seen in Figure 13. MHA* greatly outperformed Weighted A* and T-Graph in these trials.

Figure 11: Expansion count results. Reference Figure 9 for the configuration associated with each label.

Figure 12: Computation time results for an expanded state space. Reference Figure 9 for the configuration associated with each label. Note that the computation times for MHA* have lowered significantly relative to the other search times, as compared to the standard state space results in Figure 10.

Figure 13: Randomized initial condition results. Like in the other trials, favorable parameters were selected to give each algorithm its best chance.

Conclusions & Future Work

In this paper, we introduce multiple heuristics based on the combination of pre-specified events and demonstrations. These heuristics combined with Multi-Heuristic A* yield significant performance improvements for the task of generating demonstration-based NPC behavior plans across quests in games. Our heuristic formulation guides a graph search to use experience, including partial experience, while adapting to the configuration of the current problem.

Future work includes further adaptation and generalization of experience and training as used for NPC behavior generation. Particularly, future work may explore the generalization of the spatial component of demonstrations so that those demonstrations can be used in environments entirely different in spatial configuration.
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