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Abstract
Over the years, a number of search algorithms have been proposed in AI literature, ranging from best-first to depth-first searches, from incomplete to optimal searches, from linear memory to unbounded memory searches; each having their strengths and weaknesses. The variability in performance of these algorithms makes algorithm selection a hard problem, especially for performance critical domains. Algorithm portfolios alleviate this problem by simultaneously running multiple algorithms to solve a given problem instance, exploiting their diversity. In general, the portfolio methods do not share information among candidate algorithms. Our work is based on the observation that if the algorithms within a portfolio can share information, it may significantly enhance the performance, as one algorithm can now utilize partial results computed by other algorithms. To this end, we introduce a new search framework, called Search Portfolio with Sharing (SP-S), which uses multiple algorithms to explore a given state-space in an integrated manner, seamlessly combining the partial solutions, while preserving the constraints/characteristics of the candidate algorithms. In addition, SP-S can be easily adopted to guarantee theoretical properties like completeness, bounded sub-optimality, and bounded re-expansions. We describe the basics of the SP-S framework and explain how different classes of search algorithms can be integrated in SP-S. We discuss its theoretical properties and present experimental results for multiple domains, demonstrating the utility of such a shared approach.

Introduction
State space search is a widely used problem solving approach in AI with applications in classical planning (Bonet and Geffner 2001), robotics (Likhachev and Ferguson 2009), learning (Yuan and Malone 2013), bio-informatics (Keedwell and Narayanan 2005), and many other domains. Consequently, a significant amount of research effort has been put into designing efficient search algorithms, resulting in a large repository of techniques. The most well-known search algorithm is the A* (Hart, Nilsson, and Raphael 1968) algorithm, which is a best-first search that uses domain specific cost-to-goal estimates (heuristics) to guide the search-space exploration. If the heuristic is admissible (i.e., it provides a lower bound on the true cost-to-goal), A* is provably optimal, both in terms of the solution quality and the number of state expansions.

Unfortunately, A* often requires exponential run time and memory, making it inapplicable for large-scale problems. This motivated the development of other search methods, algorithms that improve A*'s memory footprint (Chakrabarti et al. 1989; Korf 1985), and more importantly, algorithms that attempt to attain an effective trade-off between the solution cost and run time, enabling users to solve large scale complex problems within reasonable time limits. Several such trade-off based algorithms are based on weighted A* (WA*) (Pohl 1970), where the heuristic function is inflated by a constant $w$ ($w > 1.0$), to give the search a goal-directed focus. Other approaches include beam search (Lowerre 1976) and variants (Zhou and Hansen 2005; Vadlamudi, Aine, and Chakrabarti 2013), window A* (Aine, Chakrabarti, and Kumar 2007; Vadlamudi, Aine, and Chakrabarti 2011), algorithms that inadmissibly restrict the exploration space (using parameters like beam widths or window sizes); A*$\epsilon$ (Pearl and Kim 1982), EES (Thayer and Ruml 2011), algorithms that use inadmissible priorities to order state expansions, but control the inadmissible expansions using admissible bounds; greedy and speedy searches (Wilt and Ruml 2014), algorithms that order state expansions using cost-to-goal or distance-to-goal estimates only; etc.

Therefore, we observe that a given planning problem can possibly be solved using multiple algorithms. Often it is hard to decide which particular algorithm to use, especially when we are looking for fast and accurate solutions for large scale problems, as the performance of a search algorithm critically depends on the search space characteristics, which are not easy to predict. For example, WA* approaches work very well for many domains (Zhou and Hansen 2002; Likhachev, Gordon, and Thrun 2004), but they rely heavily on the heuristic accuracy, and subsequently, perform poorly in the presence of large local minima (Wilt and Ruml 2012). In contrast, beam search can be very useful for solving large scale problems with relatively weak heuristics (Thayer and Ruml 2010), since it does not suffer from local minima as much as WA* does. However, it does not guarantee completeness and has no control over the solution quality.

Algorithm portfolios (Gomes and Selman 2001; Valen-
zano et al. 2010; Helmert et al. 2011; Gerevini, Saetti, and Vallati 2009) attempt to overcome this selection problem by using multiple algorithms to solve a given instance. If any of the candidate searches finds a solution, the portfolio returns a success. These approaches have been very successful in solving challenging planning/optimization problems, especially for domains where it is hard to find a single best algorithm.

Most portfolio based planners consider the candidate algorithms as separate entities (black boxes) that do not share information. Our work is motivated by the observation that majority of the search algorithms compute a solution (path from start to goal) by iteratively discovering paths to intermediates states, following a Dynamic Programming formulation. Such intermediate paths are generally qualified using the path cost only, independently of which algorithm actually computed the path. This means that the candidate algorithms can share these intermediate paths and leverage different algorithms’ strengths not only when solving different instances (as done in portfolios), but also when solving a single instance. Furthermore, sharing intermediate paths may help in limiting repeated works, as one algorithm can now reuse the partial solutions computed by another algorithm, and does not need to recompute them.

We present an algorithmic framework, called Search Portfolio with Sharing (SP-S), that integrates multiple search algorithms within a single flow, enabling maximal sharing of states/paths among the candidate algorithms. This makes SP-S more powerful than a collection of algorithms, as it can use partial solutions from different algorithms to solve an instance which is not solvable (within resource constraints) by any candidate algorithm on its own. In addition, SP-S uses an (bounded) admissible algorithm to anchor the state expansions, so that it can guarantee completeness and bounded sub-optimality, limited re-expansions, and other efficiency properties.

It may be noted that recent works on multi-heuristic searches (Röger and Helmert 2010; Aine et al. 2014; Phillips et al. 2015) have demonstrated the benefits of a multi-pronged search with sharing and anchor based control. In a way, SP-S can be seen as an extension to the Multi-heuristic A* (Aine et al. 2014) framework for search algorithm portfolios. However, integrating multiple search algorithms within a unified flow brings forth a new set of challenges, as the individual algorithms can have different exploration characteristics and constraints. In SP-S, we address this by adapting the sharing (and control) approach for different categories of search algorithms in a fashion that maximizes the sharing of partial solutions while maintaining the individual characteristics and constraints.

The rest of the paper is organized as follows. We start with a high level description of SP-S and state some of its desirable properties. Next, we discuss different categories of search algorithms and describe how these algorithms may fit into SP-S. Then, we explain the SP-S framework in detail and describe its theoretical properties. Finally, we present experimental results evaluating an example instantiation of SP-S for challenging problem domains such as large sliding tile puzzles (unit and square cost), 6D robot arm planning, and 3D navigation.

Related Work

Algorithm portfolios

For many domains, there is no single algorithmic approach (and/or heuristic) that consistently provides the best performance. Algorithm portfolios leverage the strengths of diverse approaches by running multiple algorithms to solve a given problem. A portfolio may include different algorithms or heuristics (Gomes and Selman 2001; Helmert et al. 2011) or it may have a single algorithm but run it with different parameters (Xu, Hoos, and Leyton-Brown 2010; Valenzano et al. 2010), either sequentially or in parallel (Valenzano et al. 2012). Studies on multiple planning and optimization domain have demonstrated the efficacy of such ensemble planning, when compared to the single best algorithms (Helmert et al. 2011; Xu et al. 2008; OMahony et al. 2008). The utility of portfolios has inspired a considerable amount of research on algorithm selection and scheduling, within a given portfolio (Kotthoff 2014; Hoos et al. 2015; Kotthoff, Gent, and Miguel 2012; Malitsky and O’Sullivan 2014).

The fundamental difference between the algorithm portfolio and SP-S stems from the fact that the portfolios consider the candidate algorithms as separate entities with no (or little) communication. Although, some of the formative works on the portfolio approach (Huberman, Lukose, and Hogg 1997) discussed the possibility (and value) of cooperation among the portfolio algorithms, in practice most portfolios do not share information or they do it at a very high level (Helmert et al. 2011). Some notable exceptions are found in portfolio based SAT solvers (Hamadi, Jabbour, and Sais 2008; Malitsky et al. 2013), where sharing is more common. Unfortunately, most such techniques are domain dependent and cannot be easily generalized for classical search algorithms (which are usually domain independent). In contrast, SP-S combines multiple algorithms within a single search framework, with maximal information sharing and anchor based control. This makes SP-S more robust than portfolios in solving hard problems and enables it to guarantee a number of theoretical properties that are not generally supported by the portfolio methods.

Multi-heuristic search

Another set of algorithms that closely relates to SP-S are the multi-heuristic search algorithms (Röger and Helmert 2010; Aine et al. 2014). These algorithms utilize multiple heuristics independently to explore a search space and thus, are more powerful in solving challenging planning problems where a single heuristic may easily get stuck in a local minimum.

While the philosophy of SP-S is close to the multi-heuristic searches, especially MHA* (Aine et al. 2014), which supports similar theoretical properties, their primary difference stems from the fact that MHA* is single search algorithm with multiple heuristic functions whereas SP-S is a set of different search algorithms that are used to explore a search space in a collaborative manner. Also, to
use multi-heuristic searches a user needs to provide a set of diverse (yet informative) heuristics which is a non-trivial challenge for most domains (Aine, Sharma, and Likhachev 2015). SP-S does not require such additional information and can work with a set of known algorithms, and yet benefit from multi-pronged explorations (with sharing), while preserving equivalent theoretical guarantees.

**Search Portfolio with Sharing (SP-S)**

**Notation:** In the following, $S$ denotes the finite set of states of a given problem. $s_{\text{start}}$ denotes the start state and $s_{\text{goal}}$ denotes the goal state. $c(s, s')$ denotes the cost of the edge between $s$ and $s'$, and if there is no such edge, then $c(s, s') = \infty$. The successor function $\text{SUCC}(s) := \{s' \in S | (s, s') \neq \infty\}$, denotes the set of all reachable successors of $s$. An optimal path from $s_{\text{start}}$ to $s$ has cost $g^*(s)$. $g(s)$ denotes the current best path cost from $s_{\text{start}}$ to $s$. $h(s)$ denotes the heuristic for $s$, typically an estimate of the best path cost from $s$ to $s_{\text{goal}}$. A heuristic is **admissible** if it never overestimates the best path cost to $s_{\text{goal}}$ and **consistent** if it satisfies, $h(s_{\text{goal}}) = 0$ and $h(s) \leq h(s') + c(s, s')$, $\forall s, s'$ such that $s' \in \text{SUCC}(s)$ and $s \neq s_{\text{goal}}$.

**Overview**

SP-S builds on the observation that many graph searches are covered by any of the algorithms, it is shared with the other searches. In particular, it should limit state re-expansions, and also avoid expanding states that cannot produce a solution within the chosen bound.

- **Completeness and bounded sub-optimality:** SP-S should be provably complete and bounded sub-optimal, i.e., for a user defined constant $w$ ($w \geq 1.0$), the solution returned by SP-S should have cost $\leq w \cdot g^*(s_{\text{goal}})$.

- **Avoiding repeated/spurious work:** SP-S should try to minimize the work done (expansions) across all the searches. In particular, it should limit state re-expansions, and also avoid expanding states that cannot produce a solution within the chosen bound.

- **Individual search constraints/characteristics:** SP-S should not violate the constraints (for example memory requirements) of the candidate algorithms. In addition, SP-S should ensure that individual searches maintain their basic characteristics (state selection and pruning).

<table>
<thead>
<tr>
<th>Search algorithm</th>
<th>DFS</th>
<th>BFS</th>
<th>UCS</th>
<th>A*</th>
<th>WA*</th>
<th>IDA*</th>
<th>GS</th>
<th>SS</th>
<th>BS</th>
<th>WS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Bounded) admissibility</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Best-first order</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Frontier restriction</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SP-S category</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>C</td>
<td>C</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
</tbody>
</table>

Table 1: Classifying search algorithms in terms of admissibility, ordering and frontier restriction. Legend: DFS - depth-first search, BFS - breadth-first search, UCS - uniform cost search, IDA* - iterative deepening A*, GS - greedy search, SS - speed search, BS - beam search, WS - window A*.

Next, we discuss a categorization of some of the widely used search algorithms with respect to certain properties, that will help us decide how these algorithms can be integrated in SP-S to support its desirable properties. Please note that these categories are not meant to be exhaustive, they only highlight certain characteristics of different search algorithms that are critical for SP-S. Following are the properties we consider for categorizing searches in SP-S,

- **(Bounded) admissibility:** A search algorithm is called (bounded) admissible (in SP-S), if it guarantees that when a state $s$ is selected for expansion, $g(s) \leq w \cdot g^*(s)$, where $w \geq 1.0$ is a chosen constant. All other algorithms are termed inadmissible. For example, uniform cost search (UCS), A* and WA* with a consistent heuristic function are (bounded) admissible searches, whereas greedy search, A*, beam search are not.

Note that there are several algorithms which returns a provably bounded sub-optimal solutions when arbitrary state re-expansions are allowed (for example A*, EES). However, in SP-S we do not consider them as (bounded) admissible searches as we intend to restrict the number of state expansions. For this reason, we use a stricter rule ($g(s) \leq w \cdot g^*(s)$) to decide whether an algorithm is considered (bounded) admissible or not.

- **Best-first order:** Best-first searches expand states from a prioritized list, always selecting the minimum priority state for expansion (for minimization problems). A*, WA*, greedy search are some examples of best-first searches, while depth-first (DFS) and breadth-first (BFS) searches are examples of algorithms that does not expand states in a best-first manner 1. Note that best-first search does not imply admissibility (for example greedy search).

- **Restriction of search frontier:** Unrestricted searches only impose an ordering to select states to store and expand (either admissible or inadmissible), however they do not limit the search frontier in any way. In contrast, some search algorithms (such as beam search) use external parameters (for example, beam-width in case of beam search) to restrict/prune the search frontier. In SP-S, we classify them as restricted searches. Typically, a restricted

1 Note that both DFS and BFS can be run as a best-first search by using depth as a priority (maximum depth in case of DFS and minimum depth in case of BFS). However, here we consider the classic stack/queue based implementations of DFS/BFS that do not require prioritized lists.
A high level pseudocode of SP-S is included in Algorithm 1. SP-S explores the search space using the candidate algorithms in a round-robin fashion till it gets to the solution within the chosen bound or proves that such a solution does not exist. Note that, in Algorithm 1 we use a common EXPANDSTATE function for every algorithm in SP-S, which points to the assumption that the searches in SP-S must support the notion of state expansion (the cost update part in lines 7-11, generally applicable for all Dynamic Programming based searches). On the other hand, the searches may differ in state selection, ordering and pruning (PICKSTATE, UPDATEFRONTIER, SHAREWITHAUX functions, which are defined by the candidate algorithms).

We use index 0 to denote the anchor search, other searches are indexed from 1 . . . n. During a round, SP-S always expands from the anchor. However, for others, the expansions are controlled using the WithinBound function which ensures a selected state is only expanded if its cost \((g + h)\) is within \(w\)-times of the optimal solution cost.

SP-S uses two CLOSED lists to distinguish between inadmissible and (bounded) admissible state expansions (admissible state expansion ensures \(g(s) \leq w \cdot g^*(s)\)). If a state is expanded in an admissible search, SP-S does not re-expand it. However if a state is expanded in an inadmissible search, it may get re-expanded later in an admissible search, if a better quality path to it is discovered.

Next, we discuss certain design aspects of SP-S showing how it accommodates algorithms from different categories (Table 1).

- **Anchor and auxiliary searches**: SP-S requires instantiation of an anchor search and a set of auxiliary searches. The choice of anchor is crucial as it defines the termination criteria (TERMINATIONCRITERIA function). For SP-S to be bounded sub-optimal, the anchor needs to be a (bounded) admissible algorithm (category B), otherwise SP-S cannot guarantee bounds on solution quality. Furthermore, an admissible anchor can provide a lower bound on the solution cost at any intermediate stage, which can be used to control the expansions in auxiliary searches (WITHINBOUND function). In contrast, the auxiliary searches in SP-S can be completely arbitrary, as long as they support the notion of state expansions. However, the choice of auxiliary searches determines the sharing of states/paths, which we discuss next.

- **Path sharing**: Path sharing \((g\text{ values and successor states})\) among searches is an important feature of SP-S which enables it to combine partial solutions from different algorithms and to limit repeated works. However, such sharing needs to be regulated, so that SP-S does not violate the constraints of an auxiliary search, nor does it alter its state expansion characteristics. Please note that whether a state (path) can be shared depends entirely on the properties of the receiver search, and not on the search that discovers the state/path.

In SP-S, we use the following three rules to define the sharing policy. (i) Any state (path) can be shared with searches in category B and C (best-first order, unrestricted frontier). (ii) Whether a state (path) can be shared with a search in category D depends on the constraints of that search and needs to be decided dynamically. For exam-
ple, for beam search with beam-width $k$, SP-S can only insert $k$ states (per level) in its frontier, without violating the memory constraints. (iii) We cannot share states with searches in category A (non-best-first) as these searches do not use priorities, and thus, inclusion of states from other searches may affect their characteristics. For example, in DFS (stack) or BFS (queue), the expansion order will break, if states from other searches are inserted in their frontier. In Algorithm 1, the SHAREWITHAUX function defines whether a state can be shared with an auxiliary search. Note that, the anchor (and admissible auxiliary searches) belong to category B, thus, any state can be shared with them.

- **Re-initialization:** As noted earlier, SP-S does not share arbitrary states with auxiliary searches in category A or D. Therefore, it may happen that such an auxiliary search gets terminated early as it has no states to expand (empty frontier/all states in the frontier violate bounds). In that case, SP-S may re-initialize the search using states from the anchor (REINITIALIZEAUX function). Note that this is optional. For searches in category B and C, re-initialization is generally not applicable. However, if we do not want to share all the states up-front (for category C), re-initialization can be used as a form of lazy sharing.

<table>
<thead>
<tr>
<th>Category</th>
<th>Anchor</th>
<th>Auxiliary</th>
<th>Admissible</th>
<th>SHAREWITHAUX</th>
<th>REINITIALIZEAUX</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
</tr>
<tr>
<td>B</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>D</td>
<td>No</td>
<td>No</td>
<td>Restricted</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Roles and functions for searches from different categories (in SP-S). Legend: N/A - not applicable.

In Table 2, we list how searches from different categories can be integrated in SP-S in terms of (possible) roles and functions (as described in Algorithm 1).

**Algorithm 2** SP-S Anchor: Termination and Pruning

1: **Assumptions:** The anchor search is $w_1$-admissible. It stores the states in a prioritized list OPEN.
2: **procedure** TERMINATIONCRITERIA($s_{goal}$)
3: if OPEN.EMPTY() then
4: return TRUE ▷ Search fails
5: $w_2 = w/w_1$
6: if $g(s_{goal}) \leq w_2 \cdot OPEN.MINKEY()$ then
7: return TRUE ▷ Search succeeds
8: return FALSE ▷ Continue
9: **procedure** WITHINBOUND($s$)
10: $w_2 = w/w_1$
11: if $s = null \lor g(s) + h(s) > w_2 \cdot OPEN.MINKEY()$ then
12: return FALSE
13: return TRUE

**Analytical Properties**

The theoretical properties of SP-S rely on the anchor search which defines two key functions, TERMINATIONCRITERIA and WITHINBOUND. In Algorithm 2, we include an instantiation of these functions assuming that the anchor is a $w_1$-admissible search ($w \geq w_1 \geq 1.0$, where $w$ is the user defined sub-optimality bound for SP-S), such as consistent heuristic WA* with $w_1$ as the weighing factor. In the following three theorems, we use this instantiation to derive the analytical results for SP-S.

**Theorem 1** (Bounded sub-optimality). SP-S is complete and bounded sub-optimal, i.e., SP-S is guaranteed to terminate and when it does, $g(s_{goal}) \leq w \cdot g^*(s_{goal})$.

**Proof.** The $w$-admissibility of SP-S stems from the fact that the anchor is always a (bounded) admissible search. Borrowing from (Aine et al. 2014), we can show that if anchor is $w_1$-admissible, then OPEN.MINKEY() $\leq w_1 \cdot g^*(s_{goal})$, and if $g^*(s_{goal}) \neq \infty$, OPEN can never be empty before termination. Which in turn ensures that if $g(s_{goal}) \leq w_2 \cdot OPEN.MINKEY()$. It follows that $g(s_{goal}) \leq w_1 \cdot w_2 \cdot g^*(s_{goal}) = w \cdot g^*(s_{goal}).$ On the other hand if OPEN is empty, then $g^*(s_{goal}) = \infty$, i.e., there is no finite cost solution.

**Theorem 2** (Bounded re-expansions). No state is expanded more than twice in SP-S. Also, a state expanded in an inadmissible (auxiliary) search can only be re-expanded in the anchor if its $g$ value is lowered since the last expansion.

**Proof.** If a state is expanded in an admissible search, it is removed from all frontiers and put into CLOSED. Such a state is never put back to any search frontier (check at line 12, Algorithm 1), and thus can never be re-expanded. If a state is expanded in an inadmissible (auxiliary) search, it is removed from all the frontiers and stored in CLOSED. Now, the check at line 15, Algorithm 1 ensures that it can only be put into an admissible frontier, that too if only its $g$ value gets lowered (line 10, Algorithm 1). Therefore, a state can at most be expanded twice.

**Theorem 3** (Efficiency). In SP-S, any state $s$ with $g(s) + h(s) \leq w_2 \cdot OPEN.MINKEY()$ will not be expanded.

**Proof.** This is ensured by the WITHINBOUND function. As, OPEN.MINKEY() $\leq w_1 \cdot g^*(s_{goal})$, and SP-S only expands a state $s$ if $g(s) + h(s) \leq w_2 \cdot OPEN.MINKEY()$, it follows that a state $s$ with $g(s) + h(s) > w \cdot g^*(s_{goal})$ is never expanded.

**Scheduling**

In Algorithm 1, SP-S explores the candidate searches in a round-robin fashion. Such a uniform strategy may not be an efficient one if we have many algorithms in the portfolio and only few of them perform well for a particular instance. Algorithm portfolios generally use offline training to profile the performance of candidate algorithms for a given domain.

---

2Note that, if the anchor is $w_1$-admissible, an auxiliary search from category B is considered admissible, only if it guarantees $w_1$-admissibility, where $w_1 \leq w_1$. Otherwise, it is used as an inadmissible search.
and use such profiles to select/order the candidates for sequential exploration (Helmert et al. 2011). These methods are not directly applicable for SP-S, as SP-S allows sharing of states (which means we cannot create profiles by running the candidate algorithms individually and need to consider all possible combination of algorithms).

Instead, in SP-S we adopt the Dynamic Thompson Sampling (DTS) based approach described in (Phillips et al. 2015), to schedule the searches online without using any prior knowledge. DTS scheduling is simple. It models the search selection problem as a multi-armed bandit problem and always expands from the search which is expected to “progress” quickly. In SP-S, we store the minimum heuristic value of the states in the anchor frontier in parameter $h_{\text{min}}$, i.e., $h_{\text{min}} = \min(h(s), \forall s \in \text{OPEN})$. If an expansion from a search reduces this $h_{\text{min}}$, it gets a reward 1, otherwise it gets a reward 0. This way, the searches that help SP-S progress toward goal get selected more often, as compared to searches that do not. However, when a search gets stuck (say at a local minima), DTS quickly adjusts its distribution and other candidates are preferred.

We include the pseudocode for SP-S with DTS in Algorithm 3. The changes introduced are quite simple. Instead of exploring all the searches in round-robin manner, SP-S with DTS selects a particular search in each iteration, using the CHOOSESEARCH routine (line 30) following DTS. Once a search is selected, it expands from that search and updates its distribution depending on whether the minimum $h$ value of the anchor frontier is reduced or not (UPDATESEARCH routine, line 33). The parameter $C$ is used to control the temporal history of the scheduler, i.e., it determines allowed range of the $\alpha + \beta$ values. If $\alpha + \beta$ exceeds $C$, it is normalized to $C$.

Note that the CHOOSESEARCH routine only considers an auxiliary search for selection if it satisfies the bound check (line 9), on the other hand, the anchor search is always considered. This ensures that the analytical properties of SP-S with DTS remain identical to that of SP-S with round-robin scheduling, i.e., the Theorems described in the previous section are equally applicable for SP-S with DTS.

### Experimental Results

We built a search portfolio using the following algorithms, WA* (anchor search), greedy search (GS), beam search (BS) and window A* (WS). We compared SP-S with the individual algorithms of the portfolio, portfolio of the same algorithms without sharing (SP-wS), and EES (Thayer and Ruml 2011), which is a composite bounded sub-optimal search algorithm. In all the experiments, we used a sub-optimality bound of 5.0 for the bounded sub-optimal searches (WA*, EES, SP-S)\textsuperscript{3}. We ran beam search with beam-width 300 and window A* with window-size 5. In SP-S, we dynamically restricted the state sharing for beam search and window A*, according to the beam and window-size constraints. For the portfolios (SP-wS and SP-S) we investigated two scheduling strategies, namely round-robin (RR) and DTS. We evaluated SP-S for the following domains.

### Sliding Tile Puzzle (Unit Cost)

For this domain, we benchmarked the algorithms on randomly generated test-suites of 100 $\times$ 8, 9 $\times$ 9 and 10 $\times$ 10 puzzles (all solvable). We used the Manhattan distance plus linear conflicts as a consistent heuristic. Each planner was given a time limit of 180 seconds for solving a given instance.

We include the results for this domain in Table 3. From the table, we observe that among the individual algorithms beam search performs the best, however the other algorithms also contribute in coverage by solving different instances. For the portfolio methods, first thing we note that the DTS scheduling generally outperforms round-robin scheduling (for both SP-wS and SP-S), highlighting the importance of dynamic selection of algorithms. Finally, the results clearly show

\textsuperscript{3}Note that, we used SP-wS without any information sharing among the algorithms (neither the states nor the bounds), thus SP-wS was not a bounded sub-optimal algorithm as the portfolio had algorithms like greedy search, beam search and window A*, none of which are bounded sub-optimal.
the superiority of SP-S over SP-wS (and the others). Not only it provides better coverage/trade-off compared to all the other approaches, in most cases (especially with DTS), SP-S solves more instances than the union of all portfolio algorithms. Note that, the selection and scheduling techniques for portfolio methods attempt to get as close as possible to this union number (Helmert et al. 2011), as portfolios (w/o sharing) can never solve more instances. In contrast, by sharing paths, SP-S can and does solve instances that are not solved by any candidate algorithm, corroborating our claim that SP-S can be more powerful than a collection of individual algorithms. Note that, as SP-S solves more (hard) instances than the other algorithms, the average run time results are somewhat biased against it. Even then, we observe that SP-S with DTS is faster than the other portfolio solvers.

### Sliding Tile Puzzle (Square Cost)

For square cost puzzles, the cost of moving a tile is the square root of the value in the tile face, i.e., unlike the classical sliding tile puzzle, here the operator costs are not uniform.

It has been noted (Wilt and Ruml 2011), that such non-uniform cost problems are generally harder to solve, compared to the uniform cost ones. In fact, as shown in Table 4, WA* performs very poorly in this domain. In SP-S (and SP-wS), we modified the inadmissible algorithms to use a distance based priority instead of the cost based ones (as suggested in (Wilt and Ruml 2011)), i.e., these searches mimic the priorities used for the unit cost domain. It may be noted that this change does not alter the sub-optimality guarantee of SP-S as the bound is derived using the anchor search (WA*) which uses a cost based priority.

Results for this experiment are included in Table 4, which show that while the individual algorithms' performances change significantly from the unit cost domain, SP-S consistently provides the best results, and in most cases is able to solve more problems than the union of all candidate algorithms. These results highlight the importance of portfolios, as a slight alteration in the domain (from unit to square cost) can cause large variation in an algorithm’s performance (for example, WA*), and also show that when using portfolios, sharing of states and bounds can provide considerable improvement over running the algorithms independently.

### 6D Robot Arm Planning

We used a planar 6-DOF robot arm with a fixed base situated at the center of a 2D environment (100 × 100 grid) with obstacles. The environment is the same as described in the publicly available SBPL library (http://www.sbpl.net). The planning objective here is to compute obstacle-free path to move the end-effector from its initial configuration to the goal configuration. We evaluated the algorithms on a test-suite of 100 instances with randomly placed obstacles (we used three obstacles, one circular, one T-shaped and one rectangular) and random start-goal pairs. A consistent heuristic was computed by running an 2D Dijkstra search from goal to start on an underlined grid. We set a time limit of 60 seconds for solving each problem instance.

### Table 3: Comparison of different algorithms and portfolios for unit cost sliding tile puzzles (time limit 180 seconds).

<table>
<thead>
<tr>
<th>Size</th>
<th>Indiv. Algo.</th>
<th>WA*</th>
<th>GS</th>
<th>BS</th>
<th>WS</th>
<th>EES</th>
<th>SP-wS</th>
<th>RR</th>
<th>DTS</th>
<th>RR</th>
<th>DTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 × 8</td>
<td>IS</td>
<td>52</td>
<td>15</td>
<td>73</td>
<td>61</td>
<td>92</td>
<td>38</td>
<td>88</td>
<td>89</td>
<td>94</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>RT</td>
<td>31.31</td>
<td>41.93</td>
<td>14.42</td>
<td>31.32</td>
<td>-</td>
<td>51.04</td>
<td>52.46</td>
<td>44.59</td>
<td>27.97</td>
<td>22.76</td>
</tr>
<tr>
<td></td>
<td>SC</td>
<td>794</td>
<td>1451</td>
<td>712</td>
<td>734</td>
<td>-</td>
<td>1145</td>
<td>771</td>
<td>791</td>
<td>776</td>
<td>783</td>
</tr>
<tr>
<td>9 × 9</td>
<td>IS</td>
<td>25</td>
<td>7</td>
<td>48</td>
<td>46</td>
<td>78</td>
<td>19</td>
<td>60</td>
<td>66</td>
<td>73</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>RT</td>
<td>63.42</td>
<td>63.83</td>
<td>21.19</td>
<td>38.78</td>
<td>-</td>
<td>114.60</td>
<td>126.08</td>
<td>73.51</td>
<td>47.70</td>
<td>51.27</td>
</tr>
<tr>
<td></td>
<td>SC</td>
<td>1039</td>
<td>2157</td>
<td>983</td>
<td>1007</td>
<td>-</td>
<td>1453</td>
<td>983</td>
<td>1004</td>
<td>987</td>
<td>990</td>
</tr>
</tbody>
</table>

### Table 4: Comparison of different algorithms and portfolios for square cost sliding tile puzzle problems (time limit 180 seconds).

<table>
<thead>
<tr>
<th>Size</th>
<th>Indiv. Algo.</th>
<th>WA*</th>
<th>GS</th>
<th>BS</th>
<th>WS</th>
<th>EES</th>
<th>SP-wS</th>
<th>RR</th>
<th>DTS</th>
<th>RR</th>
<th>DTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 × 8</td>
<td>IS</td>
<td>2</td>
<td>19</td>
<td>66</td>
<td>73</td>
<td>90</td>
<td>12</td>
<td>81</td>
<td>84</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>RT</td>
<td>16.00</td>
<td>28.11</td>
<td>11.06</td>
<td>16.39</td>
<td>-</td>
<td>43.92</td>
<td>31.69</td>
<td>27.28</td>
<td>24.70</td>
<td>20.08</td>
</tr>
<tr>
<td></td>
<td>SC</td>
<td>3666</td>
<td>6917</td>
<td>3368</td>
<td>3838</td>
<td>-</td>
<td>4403</td>
<td>3619</td>
<td>3731</td>
<td>3709</td>
<td>3732</td>
</tr>
<tr>
<td>9 × 9</td>
<td>IS</td>
<td>1</td>
<td>5</td>
<td>39</td>
<td>55</td>
<td>72</td>
<td>8</td>
<td>62</td>
<td>67</td>
<td>77</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>RT</td>
<td>59.23</td>
<td>69.75</td>
<td>17.24</td>
<td>24.85</td>
<td>-</td>
<td>29.72</td>
<td>84.67</td>
<td>70.55</td>
<td>46.77</td>
<td>49.02</td>
</tr>
<tr>
<td></td>
<td>SC</td>
<td>5886</td>
<td>10811</td>
<td>5529</td>
<td>5604</td>
<td>-</td>
<td>7138</td>
<td>5428</td>
<td>5396</td>
<td>5660</td>
<td>5536</td>
</tr>
</tbody>
</table>

### Table 5: Comparison of different algorithms and portfolios for 6D robot arm planning (time limit 60 seconds).

<table>
<thead>
<tr>
<th>Size</th>
<th>Indiv. Algo.</th>
<th>WA*</th>
<th>GS</th>
<th>BS</th>
<th>WS</th>
<th>EES</th>
<th>SP-wS</th>
<th>RR</th>
<th>DTS</th>
<th>RR</th>
<th>DTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS</td>
<td>51</td>
<td>38</td>
<td>46</td>
<td>42</td>
<td>63</td>
<td>-</td>
<td>44</td>
<td>59</td>
<td>62</td>
<td>62</td>
<td>71</td>
</tr>
<tr>
<td>RT</td>
<td>2.76</td>
<td>2.02</td>
<td>3.52</td>
<td>4.36</td>
<td>-</td>
<td>2.49</td>
<td>2.87</td>
<td>1.41</td>
<td>0.84</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>70.86</td>
<td>77.61</td>
<td>66.58</td>
<td>61.69</td>
<td>-</td>
<td>73.63</td>
<td>72.51</td>
<td>73.95</td>
<td>68.20</td>
<td>67.42</td>
<td></td>
</tr>
</tbody>
</table>
3D Navigation

For 3D (x, y, heading) navigation, the planning objective was to compute smooth paths that satisfy the minimum turning radius constraints for a car-like robot. We generated 100 maps of size $1000 \times 1000$ with random start-goal states and obstacles. The test suite was built using a combination of maps (50 each), simulating indoor and outdoor environments (following (Aine and Likhachev 2016)). We computed a consistent heuristic by running a 16-connected 2D Dijkstra search from goal to start, after inflating the obstacles with the robot’s in-radius. Each planner was given 30 seconds to solve an instance.

<table>
<thead>
<tr>
<th>Indiv. Algo.</th>
<th>WA*</th>
<th>GS</th>
<th>BS</th>
<th>WS</th>
<th>U</th>
<th>EES</th>
<th>RR</th>
<th>DTS</th>
<th>SP-wS</th>
<th>RR</th>
<th>DTS</th>
<th>SP-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS</td>
<td>97</td>
<td>94</td>
<td>89</td>
<td>92</td>
<td>99</td>
<td>96</td>
<td>97</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td>2.12</td>
<td>0.98</td>
<td>3.88</td>
<td>2.42</td>
<td>-</td>
<td>2.76</td>
<td>3.85</td>
<td>1.94</td>
<td>1.87</td>
<td>0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>62.21</td>
<td>471.52</td>
<td>56.31</td>
<td>57.95</td>
<td>-</td>
<td>74.60</td>
<td>101.91</td>
<td>274.32</td>
<td>57.92</td>
<td>59.75</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Comparison of different algorithms and portfolios for 3D path planning (time limit 30 seconds). Legend: IS - instances solved (out of 100), RT - average run time, SC - average solution cost.

The results of this experiment are included in Table 6. From the results, we observe that coverage is not an issue here (all algorithms were able to solve most instances), whereas cost vs run time trade-off is, and in that front, SP-S (with DTS) performs better than others, leveraging the strengths of candidate algorithms while minimizing state re-expansions. However, the improvement here is not as pronounced as observed in other domains. Also note, that in this domain, the inadmissible searches (especially greedy search) can sometimes produce arbitrarily bad solutions, affecting the quality of results provided by SP-wS.

Conclusions

We have presented a search portfolio (SP-S) that integrates multiple search algorithms within a single flow, enabling maximal sharing of intermediate paths, and described how different type of search algorithms can be used in SP-S. We have shown how SP-S can be adopted to guarantee useful theoretical properties and experimentally demonstrated its efficacy for multiple domains.

In the future, we would like to explore different sharing and scheduling strategies, analyzing their impact on the performance of SP-S. We also plan to apply SP-S for other domains, such as satisficing planning. Another future direction is to extend SP-S beyond classical discrete search algorithms and explore how can we efficiently incorporate other algorithmic techniques (for example sampling based search) within the SP-S flow. We are also interested in efficient parallelization of SP-S.

Acknowledgement

This work was supported by NSF grant IIS-1409549.

References


