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ABSTRACT
We investigate the benefits of latent topic analysis and learning with personalization for Web query refinement. Our proposed framework exploits a latent topic space, which is automatically derived from a query log, to leverage the semantic dependency of terms in a query. Another major characteristic of our framework is an effective mechanism to incorporate personal topic-based profile in the query refinement model. Moreover, such profile can be automatically generated achieving personalization of query refinement. Preliminary experiments have been conducted to investigate the query refinement performance.
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1. INTRODUCTION

Web query refinement aims at reformulating a given Web query to improve search result quality. There are three broad types of refinement, namely, substitution [5, 13], expansion [1, 2, 16, 6], and deletion [10, 11, 16]. Besides these broad types, some other fine-grained types include stemming [2, 12], spelling correction [3], abbreviation expansion [14].

In [2], a linear chain Conditional Random Field model is employed to deal with these fine-grained refinement operations. For the broad types of refinement mentioned above, a common approach is to generate some candidate queries first, and then a scoring method is designed to assess the quality of these candidates. For example, Wang and Zhai proposed a contextual model by investigating the context similarity of terms in history queries [13]. Two terms with similar context are used to substitute each other in candidate query generation. Then a context based translation model is employed to score the candidate queries. Jones et al. employed hypothesis likelihood ratio to identify those highly related query phrases or term pairs in user sessions [2]. The above existing methods make use of history queries in a query log, and exploit the term context information to generate term pairs and score new candidate queries. One shortcoming of existing context-based methods is that they cannot deal with some ambiguous terms effectively especially when a term has very diverse contexts in history queries.

This paper focuses on term substitution in query refinement. Our proposed framework also consists of two phases, namely, candidate query generation and candidate query scoring. For candidate query generation, we employ a method similar to the term substitution pattern mining presented in [13], which generates a candidate query by substituting one term in the input query and is capable of keeping the semantic relation between the candidate and the input query. For candidate query scoring, we propose a framework that considers semantic dependency of latent topics of term sequence in a given query. Our proposed model exploits a latent topic space, which is automatically derived from a query log, to leverage the semantic dependency of terms in a query. When we score a candidate query, the latent topic sequence of the query is used as hidden evidence to guide the semantic dependency assessment. Another major characteristic of our framework is an effective mechanism to incorporate personal topic-based profile in the query refinement model. Moreover, such profile can be automatically generated from a query log achieving personalization of query refinement. Our final hybrid scoring model combines latent topic evidence and a bigram-based language model. Preliminary experiments have been conducted to investigate the query refinement performance.

2. CANDIDATE QUERY SCORING

Since we currently focus on the investigation of query term substitution, our candidate query scoring method aims at comparing queries of the same length.
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2.1 Latent Topic Analysis

A typical record in query log can be represented as a 4-tuple (anonymous_user_id, query, clicked_url, time). One direct method for using query log data for latent topic analysis is to treat each clicked_url as a single document unit. This approach will suffer from the data sparseness problem since most URLs only involve very small number of queries. Instead of adopting such a simple strategy, we aggregate all the queries related to the same host together and construct one pseudo-document for each host. For example, the pseudo-document of “www.mapquest.com" consists of the queries "mapquest", "travel map", "driving direction", and so on. Some general Web sites such as "en.wikipedia.org" are not suitable for latent topic analysis because they involve large amount of queries as well as many query terms, and cover very diverse semantic aspects. To tackle this problem, we first sort the host pseudo-documents in descending order according to the number of distinct query terms they have. Then, the top ranked pseudo-documents are eliminated in our latent topic discovery process.

We employ the standard Latent Dirichlet Allocation (LDA) algorithm\(^2\) to conduct the latent semantic topic analysis on the collection of host-based pseudo-documents. In particular, GibbsLDA\(^3\) package is used to generate the set of latent topics. Let \(Z\) denote the set of latent topics. Each topic \(z_i\) is associated with a multinomial distribution of terms. The probability of each term \(t_k\) given a topic \(z_i\) is denoted by \(P(t_k|z_i)\).

2.2 Latent Topic Based Scoring with Personalization

A candidate query \(q : t^1 \cdots t^n\) is composed of a sequence of terms, where the superscript indicates the position of the term and \(t^r (1 \leq r \leq n)\) may take any admissible term in \(T\) where \(T\) denotes the vocabulary set. The topic of \(t^r\) is denoted by \(z^r\), which denotes an admissible topic in \(Z\). We investigate a Hidden Markov Model (HMM) as shown in Figure 1 to score the candidate query. The query terms are observable and represented by filled nodes. The latent topics are unobservable and represented by empty nodes. Different from a common application of HMM that solves the tagging or decoding problem, we make use of this model to compute the marginal joint probability of the term sequence denoted as \(P(t^{1:n})\) for scoring the candidate query. Let \(z^{1:n}\) denote the topic sequence. The candidate query score can be computed by:

\[
P(t^{1:n}) = \sum_{z^{1:n}} P(t^{1:n}, z^{1:n})
\]

Due to the dependency structure of the model, the joint probability of the topic sequence and term sequence can be expressed as:

\[
P(t^{1:n}, z^{1:n}) = \prod_{r=1}^{n} P(t^r|z^r)P(z^r) \prod_{r=2}^{n} P(z^r|z^{r-1})
\]

This model involves the term emission probability from a topic \(P(t_k|z_i)\) which can be regarded as considering the relationship of terms and topics. Another model parameter \(P(z_j|z_i)\) captures the relationship of two topics in the modeling and scoring process. This pairwise topic relation-

\[\text{http://gibbslda.sourceforge.net/}\]

\[\text{Figure 1: Latent model for a candidate query.}\]

ship offers a means to incorporate different strategies of considering topic contexts governing neighboring terms in the candidate query. One strategy is to favor neighboring terms in a query sharing similar topic context. To facilitate this objective, we design a scheme that favors the pairwise topic probability if the semantic content of the two topics has high degree of similarity.

To provide a better quality for query refinement, we investigate the capability of personalization. Different users have different personalized preference which can be revealed by the fact that their queries concentrate on a particular set of topics. For example, teenagers usually issue queries related to basketball, computer game, and so on. Therefore, each user has an inherent preference on different topics. This personalized interest can be encapsulated in a topic-based profile. Then the profile can be taken into account in the calculation of the topic-based score. We describe how to incorporate a topic-based profile in the scoring model.

Let \(\Pi^u = \{\pi^u_1, \pi^u_2, \cdots, \pi^u_n\}\) denote the profile of the user \(u\), where \(\pi^u_i = P(z_i|u)\) is the probability that the user \(u\) prefers the topic \(z_i\). Considering the probability constraint, we have \(\sum_i \pi^u_i = 1\). Equation (2) can be modified as:

\[
P(t^{1:n}, z^{1:n}) = \prod_{r=1}^{n} P(t^r|z^r)\pi^u_r \prod_{r=2}^{n} P(z^r|z^{r-1}),
\]

where \(\pi^u_i = P(z^1|u)\). Thus, when we score a query, the preference of \(u\) is taken into account.

To compute efficiently the score, we make use a dynamic programming technique commonly adopted for tackling the computational requirement of HMM models. The forward variable \(\alpha_r(i)\) is defined as:

\[
\alpha_r(i) = \frac{P(t^{1:r}, z^r = z_i)}{},
\]

which is an intermediate score of the partial query \(t^1 \cdots t^r\) given the topic \(z_i\) at the position \(r\). When \(r = 1\), we set \(\alpha_1(i) = \pi^u_i P(t^1|z_i)\). The recursive calculation of \(\alpha\) is:

\[
\alpha_r(i) = \sum_{j \in Z} \alpha_{r-1}(j) P(z^r = z_i|z^{r-1} = z_j) P(t^r|z^r = z_i),
\]

where \(P(z^r = z_i|z^{r-1} = z_j)\) is the pairwise topic probability at the position \(r\).

The topic-based score \(S_i(q)\) is calculated by summing over all possible \(z_i\) of \(\alpha_r(i)\):

\[
S_i(q) = P(t^{1:n}) = \sum_{z_i \in Z} \alpha_r(i).
\]
2.3 Model Parameter Design

The model parameter $P(t_k|z_i)$ can be readily obtained from the probability of a term given a topic in the LDA analysis mentioned above.

For the parameter $P(z_i|z_i)$ corresponding to the pairwise topic relationship, we consider the objective of query refinement. The topics of terms in the same query tend to remain consistent from a semantic point of view because of the unique search intention of the user for the given query. Different strategies can be developed to achieve this objective. As a preliminary investigation, we examine the degree of semantic similarity of the pair of topics. Basically, the more similar between two latent topics, the higher is this similarity measure. The semantic similarity of two topics is large. Specifically, we adopt the cosine similarity as the probability. Therefore, we calculate more similar between two latent topics, the higher is this probability. Therefore, we calculate $P(z_i|z_i)$ as:

$$P(z_i|z_i) = \frac{\sum_{z_k \in Z} \text{sim}(z_i, z_j)}{\sum_{z_k \in Z} \text{sim}(z_k, z_i)},$$

(7)

where \(\text{sim}(z_i, z_j)\) is a similarity measure of the topics \(z_i\) and \(z_j\). If \(z_i\) and \(z_j\) are highly related, the value of $P(z_i|z_i)$ is large. Specifically, we adopt the cosine similarity as the similarity measure. The semantic similarity of two topics is calculated as:

$$\text{sim}(z_i, z_j) = \frac{\sum_{t_k} P(t_k|z_i)P(t_k|z_j)}{\sqrt{\sum_{t_k} P(t_k|z_i)^2} \sqrt{\sum_{t_k} P(t_k|z_j)^2}}.$$

(8)

Another option for calculating $\text{sim}(z_i, z_j)$ is Kullback-Leibler (KL) divergence, which will be explored in future work.

2.4 Deriving Personal Topic Profiles Automatically

The topic-based profile $\Pi^P$ defined in the above model supports personalized query refinement. This profile can be automatically derived from a query log using the inference algorithm of LDA which computes the posterior distribution of the hidden topics given a document. First, we construct a personal pseudo-document for a particular user $u$. Then we generate a personal topic profile by conducting inference on the latent topic model.

Following the idea of the construction of host-based pseudo-documents in latent topic analysis, this time we aggregate all the queries issued by the user $u$, and Let $\mathcal{U}$ denote the generated pseudo-document. The inference algorithm in GibbsLDA package based on Gibbs sampling is invoked for the pseudo-document $\mathcal{U}$ with the model parameters obtained in the latent topic analysis process. Then, the probability distribution \(\{P(z_i|\mathcal{U}), P(z_j|\mathcal{U}), \cdots\}\) obtained from the inference algorithm is used as the profile of $u$.

2.5 Final Hybrid Scoring

In the above topic-based personalized scoring method, the term context is considered indirectly with the successive topics. Although the term context information can be captured to some extent, we can further enhance the quality. To capture the term context dependency directly, as well as the topic-based score, we develop a hybrid method which combines these two scores together as follows:

$$S_h(q) = \lambda \log S_i(q) + (1 - \lambda) \log S_b(q),$$

(9)

where $S_i(q)$ is a bigram-based score of $q$, and calculated as:

$$S_b(q) = \prod_{i=1}^n P(t_i|t_{i-1}).$$

(10)

$P(t_i|t_{i-1})$ is set to $P(t_i^i)$. $\lambda$ is the parameter for controlling their relative weights.

3. PRELIMINARY EXPERIMENTS

3.1 Experimental Setup

We use the AOL query log [11] from 1 March, 2006 to 31 May, 2006. The raw data contains a lot of noise, so some cleansing operations are performed, such as navigation query removal and stop words removal. We adopt a hybrid method to detect user session boundary [7] and remove those sessions without any clicking. The data set is split into two sets, namely, the history set and the test set. The history set contains the first two months’ log and the test set contains the third month’s log. The pseudo-documents for latent topic analysis are constructed with the history set. We select hosts involving at least 5 queries and we remove the top 0.1% of the hosts according to the distinct query terms they have. Finally, 189,670 pseudo-documents are obtained and the number of topics is set to 30. The value of \(\lambda\) used is 0.4 for the personalized model and 0.2 for the non-personalized model, with which the best performance is achieved. The bigram language model in our hybrid scoring method is estimated from the queries in the history set of the query log, and the Dirichlet smoothing technique [17] is employed to tackle the problem of data sparseness.

For conducting the comparison, we implement a context based term association (CTA) method presented in Wang and Zhai [13]. We denote the query scoring step in CTA as “CTA-SCR”. We generate the contextual and translation models for the top 400,000 terms in the history set, and apply the threshold in [13] to filter out the noise.

We conduct an automatic method by utilizing the session information to evaluate the performance of the refinement models. In a search session, when users feel unsatisfied with the results of current query, they may refine current query and search again. We differentiate two kinds of queries, namely, satisfied queries and unsatisfied queries. In a user session, the query which causes at least one URL clicked and is located in the end of the session is called a satisfied query. The query which is located just ahead of the satisfied query in the same user session is called an unsatisfied query. We select hosts involving at least 5 queries and we remove the top 0.1% of the hosts according to the distinct query terms they have. Then we evaluate the performance of the method at top $m$. If the true answer can be found in the top $m$ candidates, that query is considered as successful. Accuracy is defined as the total number of successful queries divided by the total number of test queries.

For generating user profile, we randomly select 400 users who have more than 100 sessions in the history set. Then the queries issued by the same user in the history set are aggregated together to generate user profile. For each user, we select one of his unsatisfied queries from the test set which has at least 3 terms, and use this query as the input of the refinement models.


3.2 Results

The performance of different scoring methods is given in Figure 2. “Our model” is the framework presented in this paper combining personalized topic scoring and bigram scoring. “Without Personalization” is our model without personalization. “CTA-SCR” is a baseline method as described above. “Bigram” is another baseline model using a pure bigram method. It can be observed that our framework that considers personalization achieves the best performance. It indicates that our method can rank good suggestions of query refinement higher. We also find that with user profiles, the topic-based scoring part is more reliable and it plays a more important role. “CTA-SCR” performs better than the pure bigram method, but not as effective as our method.

4. CONCLUSIONS AND FUTURE WORK

We present a framework for performing term substitution in Web query refinement based on a personalized topic-based hybrid scoring method. Our method can detect and consider the semantic dependency of terms in queries. From the experimental results, we observe that taking both the semantic dependency and personalization into account can help offer better query refinement quality.

In this preliminary work, the model parameters, namely, emission probability and transition probability, are directly estimated from the results of latent topic analysis. In our future work, we intend to employ Expectation Maximization (EM) algorithm to conduct more precise parameter estimation.
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