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@ Do participants to multi-party conversation vary in their
exhibited preferences of relative talkspurt deployment timing?

¢ Trivial: obviously.
©Q Are their preferences predicted by their identity?
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© contrast participant class profiles with participant profiles

@ social psychology predicts that preferences of relative timing in
talkspurt deployment are predictive of speaker’s place in social
hierarchy

@ recent progress, computationally
@ not known to what extent classifiers are detecting specific
participants

@ potential case for participant adaptation at low-level, early
processing stages of conversation understanding systems, ie.
vocal activity detection

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Formulation of the Problem

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Formulation of the Problem

@ Problem 1: participant identities known (but not assigned)

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Formulation of the Problem

@ Problem 1: participant identities known (but not assigned)
@ attribute each of K identities to one of K channels

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Formulation of the Problem

@ Problem 1: participant identities known (but not assigned)
@ attribute each of K identities to one of K channels
@ Problem 2: participant identities not known

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Formulation of the Problem

@ Problem 1: participant identities known (but not assigned)
@ attribute each of K identities to one of K channels

@ Problem 2: participant identities not known
© draw K identities from a population of N>>K

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Formulation of the Problem

@ Problem 1: participant identities known (but not assigned)
@ attribute each of K identities to one of K channels
@ Problem 2: participant identities not known

© draw K identities from a population of N>>K
@ attribute each of K drawn identities to one of K channels

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Related Computational Work on Meetings

Static characterization using long-term (entire meeting)
observation of vocal interaction:

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Related Computational Work on Meetings

Static characterization using long-term (entire meeting)
observation of vocal interaction:

© of meeting participants

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Related Computational Work on Meetings

Static characterization using long-term (entire meeting)
observation of vocal interaction:

© of meeting participants
@ dominance rankings: Rienks & Heylen, MLMI 2005

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Related Computational Work on Meetings

Static characterization using long-term (entire meeting)
observation of vocal interaction:

© of meeting participants

@ dominance rankings: Rienks & Heylen, MLMI 2005
¢ influence rankings: Rienks et al., ICMI 2006

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Related Computational Work on Meetings

Static characterization using long-term (entire meeting)
observation of vocal interaction:

© of meeting participants
@ dominance rankings: Rienks & Heylen, MLMI 2005
¢ influence rankings: Rienks et al., ICMI 2006
@ seniority: Laskowski et al., SIGdial 2008

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Related Computational Work on Meetings

Static characterization using long-term (entire meeting)
observation of vocal interaction:

© of meeting participants

dominance rankings: Rienks & Heylen, MLMI 2005
influence rankings: Rienks et al., ICMI 2006
seniority: Laskowski et al., SIGdial 2008

roles: Favre et al., ICMI 2008 (to appear)

¢ ¢ ¢ ¢

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Introduction
°

Related Computational Work on Meetings

Static characterization using long-term (entire meeting)
observation of vocal interaction:

© of meeting participants
dominance rankings: Rienks & Heylen, MLMI 2005
influence rankings: Rienks et al., ICMI 2006
seniority: Laskowski et al., SIGdial 2008
roles: Favre et al., ICMI 2008 (to appear)
O of meetings

@ meeting types: Laskowski et al., SIGdial 2007

¢ ¢ ¢ ¢

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

T HAEE /AN [/ENn E Bob
2 [] NI L] 1

s L N 10

« JO0 oot

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

1 HiE 1] Bob
- OJEEDD 0000 EEO . 5:>Da
: JO0O0 0oOoo 00
s 000 oOooooooo

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

1 o LT Bob
2 [] NI L] Des
AN | N | N F3 ) Am
« JO0 oot

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

N 0] Bob
I [] Des

DD DDD DD F Ann
HE | NN 4 Joe

o
LI

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

1 L0 1] Bob
2 [] HiEINIEn ] Des
« LI NN 10 = Ann
SHINIE | NN 4 Joe
Problems:

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

1 o LT Bob
2 [] NI L] Des
s L N 10 r Ann
OO ogogon 4 Joe

Problems:
© cannot model interaction with specific other participants
o feature space with non-specific others may be non-convex

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

1 o LT Bob
2 [] NI L] Des
s L N 10 r Ann
OO ogogon 4 Joe

Problems:
© cannot model interaction with specific other participants
o feature space with non-specific others may be non-convex
© may require recombination heuristics
@ a participant may be assigned to >2 channels

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia



Key Concepts
°

Classifying Participants Independently

EENE /| NN/ /N
Hl § I e
NI | (N | NN
NN | NN
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© may require recombination heuristics
@ a participant may be assigned to >2 channels

Solution: model participants jointly
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@ do not know the identities of the K participants,
GeP = {AnN,Bos,Cyp,DEs, Ep1,---}
@ must draw K from ||P|| > ||G|| alternatives

GOAL: find the correct set G and its correct permutation g*

© compute features F
O require a model P(g|F) such that

*

g° = argmax P(g|F)
ge G

© but now the arg max may be intractable
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@ assuming (1) a finite number |P| of candidate participants,
@ and (2) existence of a non-unique UNK participant,

@ the number of candidate K-assignments is
K

B K! (IP] = 1)!
o = L mn iy

Jj=0

Proposed Search Algorithm:

Q set g[k] = UNK, for all 1<k<K
© try each candidate in P, in each UNK position in g
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Experiments

@ ICSI Meeting Corpus (Janin et al, 2003)

o naturally occurring, 3<K<9
@ TRAINSET: 33 meetings

@ DEVSET: 18 meetings

o EVALSET: 16 meetings

@ 14 participants occur >7 times in TRAINSET,

P = {51, 52, L 513, 514, UNK}
@ time-aligned segmentations for all meetings
o talkspurts, from ICSI MRDA Corpus (Shriberg et al, 2004)
@ laugh bouts (Laskowski & Burger, 2007)

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia
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DEVSET Performance on Problem 1

@ always guessing UNK (majority) class: 22.9%

@ always guessing non-UNK majority class: 11.9%

AT
(ms)

speech

[ 50 ]

55.9 |
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Experiments
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DEVSET Performance on Problem 1

@ always guessing UNK (majority) class: 22.9%

@ always guessing non-UNK majority class: 11.9%

(?1:) speech laughter
| 50| 55.9 | 364 |
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Experiments
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DEVSET Performance on Problem 1

@ always guessing UNK (majority) class: 22.9%

@ always guessing non-UNK majority class: 11.9%

AT speech
(ms) | all | noBCs

| 50]559] 576] 364 |

laughter
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Experiments
°

DEVSET Performance on Problem 1

@ always guessing UNK (majority) class: 22.9%

@ always guessing non-UNK majority class: 11.9%

AT speech
(ms) | all | noBCs

50 | 55.9 57.6 36.4
100 | 60.2 56.8 42.4
200 | 60.2 53.4 35.6
400 | 55.1 58.5 31.4
800 | 47.5 47.5 38.1

1600 | 54.2 56.8 32.2

laughter
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Experiments
°

DEVSET Performance on Problem 1

@ always guessing UNK (majority) class: 22.9%

@ always guessing non-UNK majority class: 11.9%

AT speech
(ms) | all | noBCs

50 | 55.9 57.6 36.4
100 | 60.2 56.8 42.4
200 | 60.2 53.4 35.6
400 | 55.1 58.5 31.4
800 | 47.5 47.5 38.1

1600 | 54.2 56.8 32.2

laughter

@ top-5 feature type family combination: 69.5%
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Generalization

\ training | DEVSET | EVALSET |
TRAINSET 69.5 53.9

Problem 1

TRAINSET 29.7 30.4

Problem 2
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Experiments
°
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\ training | DEVSET | EVALSET |
TRAINSET 69.5 53.9

Problem 1

TRAINSET 290.7 30.4

Problem 2

@ evident: system optimized on Problem 1 for DEVSET

@ Problem 2 (drawing from P and permutation) much harder
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Experiments
°

Generalization

\ training | DEVSET | EVALSET |

TRAINSET 69.5 53.9
Problem 1 TRAINSET . 578
& DEVSET '
TRAINSET 29.7 30.4
Problem 2 TRAINSET - 343
& DEVSET

@ evident: system optimized on Problem 1 for DEVSET
@ Problem 2 (drawing from P and permutation) much harder

@ additional training data helps

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia
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o are predictive of participant identity (stronger)
@ Problem 1, unseen data
@ participant identities are known
@ must only be shuffled
o correct prediction in over half of the cases
© Problem 2, unseen data

@ participant identities are not known
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Conclusions
°

Conclusions

O relative talkspurt deployment timing preferences
o are predicted by participant identity
o are predictive of participant identity (stronger)
@ Problem 1, unseen data

@ participant identities are known
@ must only be shuffled
o correct prediction in over half of the cases

© Problem 2, unseen data

@ participant identities are not known
o must be drawn from larger set and shuffled
o correct prediction in over a third of the cases

K. Laskowski & T. Schultz Interspeech 2008, Brisbane, Australia
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Conclusions
°

Future Work

always train on

2 always train on 8 improved improved improved feature
non-UNK UNK TRAINSET T RAINSET search MM features selection
majority & DEVSET

Observed Performance Expected Performance
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Conclusions
°

Thank you for attending.

Thanks also to:

@ Liz Shriberg, for access to the ICSI MRDA Corpus
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