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The Need for a Greedy Search

- assuming (1) a finite number $|\mathcal{P}|$ of candidate participants,
- and (2) existence of a non-unique $\text{UNK}$ participant,
- the number of candidate $K$-assignments is

$$|G| = \sum_{j=0}^{K} \frac{K!}{(K-j)!j!} \cdot \frac{(|\mathcal{P}| - 1)!}{(|\mathcal{P}| - 1 - j)!}$$

Proposed Search Algorithm:

1. set $g[k] = \text{UNK}$, for all $1 \leq k \leq K$
2. try each candidate in $\mathcal{P}$, in each $\text{UNK}$ position in $g$
3. maximize $P\left( g \mid \mathbf{F} \right)$
The Model $P(\mathbf{g} | \mathbf{F})$

\[
\mathbf{g}^* = \arg \max_{\mathbf{g} \in \mathcal{G}} P(\mathbf{g} | \mathbf{F}) \\
= \arg \max_{\mathbf{g} \in \mathcal{G}} \underbrace{P(\mathbf{g})}_{\text{MM}} \underbrace{P(\mathbf{F} | \mathbf{g})}_{\text{BM}}
\]

\[
P(\mathbf{g}) = \prod_{k=1}^{K} P(\mathbf{g}[k])
\]

\[
P(\mathbf{F} | \mathbf{g}) = \prod_{k=1}^{K} P(f_k | \theta_{\mathbf{g}[k]}) \prod_{j \neq k}^{K} P(f_{kj} | \theta_{\mathbf{g}[k], \mathbf{g}[j]})
\]
The Model $P(g | F)$

$$g^* = \arg \max_{g \in G} P(g | F)$$

$$= \arg \max_{g \in G} \left( P(g) \cdot P(F | g) \right)$$

$$P(g) = \prod_{k=1}^{K} P(g[k])$$

$$P(F | g) = \prod_{k=1}^{K} P(f_k | \theta_{g[k]}) \prod_{j \neq k} P(f_{kj} | \theta_{g[k], g[j]})$$
The Model $P(g | F)$

\[
g^* = \arg \max_{g \in G} P(g | F) = \arg \max_{g \in G} \left( P(g) \times P(F | g) \right)
\]

\[
P(g) = \prod_{k=1}^{K} P(g[k])
\]

\[
P(F | g) = \prod_{k=1}^{K} P(f_k | \theta_{g[k]}) \prod_{j \neq k} P(f_{kj} | \theta_{g[k],g[j]})
\]
Data

- **ICSI Meeting Corpus** (Janin et al, 2003)
  - naturally occurring, $3 \leq K \leq 9$
  - **TrainSet**: 33 meetings
  - **DevSet**: 18 meetings
  - **EvalSet**: 16 meetings
  - 14 participants occur $\geq 7$ times in **TrainSet**,
    $$P = \{ S_1, S_2, \cdots, S_{13}, S_{14}, \text{UNK} \}$$
  - time-aligned segmentations for all meetings
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- always guessing UNK (majority) class: 22.9%
- always guessing non-UNK majority class: 11.9%

<table>
<thead>
<tr>
<th>$\Delta T$ (ms)</th>
<th>speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>55.9</td>
</tr>
</tbody>
</table>

- top-5 feature type family combination: 69.5%
DevSET Performance on Problem 1

- always guessing $\text{UNK}$ (majority) class: 22.9%
- always guessing non-$\text{UNK}$ majority class: 11.9%

<table>
<thead>
<tr>
<th>$\Delta T$ (ms)</th>
<th>speech</th>
<th>laughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>55.9</td>
<td>36.4</td>
</tr>
</tbody>
</table>

- top-5 feature type family combination: 69.5%
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- always guessing UNK (majority) class: 22.9%
- always guessing non-UNK majority class: 11.9%

<table>
<thead>
<tr>
<th>$\Delta T$ (ms)</th>
<th>speech</th>
<th>laughter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all</td>
<td>no BCs</td>
</tr>
<tr>
<td>50</td>
<td>55.9</td>
<td>57.6</td>
</tr>
</tbody>
</table>

- top-5 feature type family combination: 69.5%
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DevSet Performance on Problem 1

- always guessing UNK (majority) class: 22.9%
- always guessing non-UNK majority class: 11.9%

<table>
<thead>
<tr>
<th>$\Delta T$ (ms)</th>
<th>speech</th>
<th>laughter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all</td>
<td>no BCs</td>
</tr>
<tr>
<td>50</td>
<td>55.9</td>
<td>57.6</td>
</tr>
<tr>
<td>100</td>
<td><strong>60.2</strong></td>
<td>56.8</td>
</tr>
<tr>
<td>200</td>
<td><strong>60.2</strong></td>
<td>53.4</td>
</tr>
<tr>
<td>400</td>
<td>55.1</td>
<td><strong>58.5</strong></td>
</tr>
<tr>
<td>800</td>
<td>47.5</td>
<td>47.5</td>
</tr>
<tr>
<td>1600</td>
<td>54.2</td>
<td>56.8</td>
</tr>
</tbody>
</table>
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- always guessing UNK (majority) class: 22.9%
- always guessing non-UNK majority class: 11.9%

<table>
<thead>
<tr>
<th>$\Delta T$ (ms)</th>
<th>speech</th>
<th>laughter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all</td>
<td>no BCs</td>
</tr>
<tr>
<td>50</td>
<td>55.9</td>
<td>57.6</td>
</tr>
<tr>
<td>100</td>
<td>60.2</td>
<td>56.8</td>
</tr>
<tr>
<td>200</td>
<td>60.2</td>
<td>53.4</td>
</tr>
<tr>
<td>400</td>
<td>55.1</td>
<td>58.5</td>
</tr>
<tr>
<td>800</td>
<td>47.5</td>
<td>47.5</td>
</tr>
<tr>
<td>1600</td>
<td>54.2</td>
<td>56.8</td>
</tr>
</tbody>
</table>

- top-5 feature type family combination: 69.5%
Generalization

<table>
<thead>
<tr>
<th>Training</th>
<th>DevSet</th>
<th>EvalSet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problem 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TrainSet</td>
<td>69.5</td>
<td>53.9</td>
</tr>
<tr>
<td>TrainSet &amp; DevSet</td>
<td>—</td>
<td>57.8</td>
</tr>
<tr>
<td><strong>Problem 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TrainSet</td>
<td>29.7</td>
<td>30.4</td>
</tr>
<tr>
<td>TrainSet &amp; DevSet</td>
<td>—</td>
<td>34.3</td>
</tr>
</tbody>
</table>

- evident: system optimized on Problem 1 for DevSet
- Problem 2 (drawing from $\mathcal{P}$ and permutation) much harder
- additional training data helps
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</tr>
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<table>
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<tr>
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<th>DEVSet</th>
<th>EVALSet</th>
</tr>
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<tbody>
<tr>
<td></td>
<td>TRAINSet</td>
<td>69.5</td>
<td>53.9</td>
</tr>
<tr>
<td></td>
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<td>—</td>
<td>57.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem 2</th>
<th>TRAINSet</th>
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<tbody>
<tr>
<td></td>
<td>TRAINSet</td>
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</tr>
<tr>
<td></td>
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<td>—</td>
<td>34.3</td>
</tr>
</tbody>
</table>

- evident: system optimized on Problem 1 for DEVSet
- Problem 2 (drawing from $\mathcal{P}$ and permutation) much harder
- additional training data helps
### Generalization

<table>
<thead>
<tr>
<th>Problem</th>
<th>Training</th>
<th>DevSet</th>
<th>EvalSet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>TRAINSET</td>
<td>69.5</td>
<td>53.9</td>
</tr>
<tr>
<td></td>
<td>TRAINSET &amp; DEVSET</td>
<td>—</td>
<td>57.8</td>
</tr>
<tr>
<td>Problem 2</td>
<td>TRAINSET</td>
<td>29.7</td>
<td>30.4</td>
</tr>
<tr>
<td></td>
<td>TRAINSET &amp; DEVSET</td>
<td>—</td>
<td>34.3</td>
</tr>
</tbody>
</table>

- evident: system optimized on Problem 1 for DEVSET
- Problem 2 (drawing from $\mathcal{P}$ and permutation) much harder
- additional training data helps
Conclusions

1. relative talkspurt deployment timing preferences
   - are predicted by participant identity
   - are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - participant identities are known
   - must only be shuffled
   - correct prediction in over half of the cases

3. Problem 2, unseen data
   - participant identities are not known
   - must be drawn from larger set and shuffled
   - correct prediction in over a third of the cases
Conclusions

1. Relative talkspurt deployment timing preferences
   - Are predicted by participant identity
   - Are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - Participant identities are known
   - Must only be shuffled
   - Correct prediction in over half of the cases

3. Problem 2, unseen data
   - Participant identities are not known
   - Must be drawn from larger set and shuffled
   - Correct prediction in over a third of the cases
Conclusions

1. relative talkspurt deployment timing preferences
   - are predicted by participant identity
   - are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - participant identities are known
   - must only be shuffled
   - correct prediction in over half of the cases

3. Problem 2, unseen data
Conclusions

1. relative talkspurt deployment timing preferences
   - are predicted by participant identity
   - are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - participant identities are known
   - must only be shuffled
   - correct prediction in over half of the cases

3. Problem 2, unseen data
Conclusions

1. relative talkspurt deployment timing preferences
   - are predicted by participant identity
   - are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - participant identities are known
   - must only be shuffled
   - correct prediction in over half of the cases

3. Problem 2, unseen data
Conclusions

1. Relative talkspurt deployment timing preferences
   - Are predicted by participant identity
   - Are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - Participant identities are known
   - Must only be shuffled
   - Correct prediction in over half of the cases

3. Problem 2, unseen data
   - Participant identities are not known
   - Must be drawn from larger set and shuffled
   - Correct prediction in over a third of the cases
relative talkspurt deployment timing preferences
- are predicted by participant identity
- are predictive of participant identity (stronger)

Problem 1, unseen data
- participant identities are known
- must only be shuffled
- correct prediction in over half of the cases

Problem 2, unseen data
- participant identities are not known
- must be drawn from larger set and shuffled
- correct prediction in over a third of the cases
Conclusions

1. Relative talkspurt deployment timing preferences
   - are predicted by participant identity
   - are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - participant identities are known
   - must only be shuffled
   - correct prediction in over half of the cases

3. Problem 2, unseen data
   - participant identities are not known
   - must be drawn from larger set and shuffled
   - correct prediction in over a third of the cases
Conclusions

1. relative talkspurt deployment timing preferences
   - are predicted by participant identity
   - are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - participant identities are known
   - must only be shuffled
   - correct prediction in over half of the cases

3. Problem 2, unseen data
   - participant identities are **not** known
   - must be drawn from larger set and shuffled
   - correct prediction in over a third of the cases
Conclusions

1. relative talkspurt deployment timing preferences
   - are predicted by participant identity
   - are predictive of participant identity (stronger)

2. Problem 1, unseen data
   - participant identities are known
   - must only be shuffled
   - correct prediction in over half of the cases

3. Problem 2, unseen data
   - participant identities are not known
   - must be drawn from larger set and shuffled
   - correct prediction in over a third of the cases
Future Work

- Always non-UNK majority: 11.8
- Always UNK: 20.6
- Training on TrainSet: 53.9
- Training on TrainSet & DevSet: 57.8

Expected Performance:
- Improved improved MM
- Improved features

Observed Performance
Future Work

- Observed Performance:
  - always non-UNK majority: 11.8
  - always UNK: 20.6
  - train on TrainSet: 30.4
  - train on TrainSet & DevSet: 34.3
  - improved search: 57.8

- Expected Performance:
  - improved features: 53.9
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Future Work

- **Observed Performance**
  - always non-UNK majority: 11.8
  - always UNK: 20.6
  - train on TrainSet: 53.9
  - train on TrainSet & DevSet: 57.8

- **Expected Performance**
  - improved search: 34.3
  - improved MM: 30.4
  - improved features: 53.9
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Future Work

- Observed Performance:
  - always non-Unk majority: 11.8
  - always Unk: 20.6
  - train on TrainSet: 30.4
  - train on TrainSet & DevSet: 34.3

- Expected Performance:
  - improved search: 53.9
  - improved MM: 57.8
  - improved features: feature selection
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Thank you for attending.
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