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Goal & Approach Questions FIndings Conclusions & Impact

Text-independent dialog act (DA) segmentation and classification
IN privacy-sensitive settings.

0. (implicit) Is DA recognition at all possible, using only features
describing loudness, intonation, voice quality, speaking rate,
Intra-talkspurt location, and inter-participant timing?

1.Speech/non-speech context and instantaneous prosody
achieve comparable performance.
» mean F-scores using prosody are =~2.5% higher.

|. Automatic DA recognition Is possible In privacy-sensitive
settings; the presented techniques achieve surprisingly good
results without words or word boundary information

ll. Conversational prosody can be modeled  directly, using
standard acoustic modeling techniques and HMM decoding,
iIndependently of automatic speech recognition

lll. Instantaneous prosody and speech/non-speech context
provide important and complementary DA-discriminative
iInformation, whose joint utility approaches that of lexical
iInformation .

(cannot compute ASR features — no words or word boundaries )

HOW? 1.How much does context versus prosody contribute to

text-independent DA recognition?

2. The two feature streams are ( ~ perfectly) complementary.
> mean F-scores (excl. effect of topology) are additive.

e anchor feature computation to unrecognized speech

e construct an acoustic ASR-like decoder, whose states are
e NOt phonemic sub-segment units
e Dut prosodic sub-phrase units
e Vvocabulary consists not of words, but of dialog acts

2. To what extent are context and prosody features complementary
and does this depend on DA type?

3. Combined performance approaches lexical system
performance In several cases.

> DA types: questions, 78%rel; backchannels, 87%rel.

> DA boundary types: compl, 92%rel; interr, 131%rel.

3. How do these text-independent systems compare to a system that
uses the words?

Experiments on ICSI| Meeting Corpus, F-scoreson E VALSET (11 meetings)
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any DA subtopology can transition to any DA subtopology <
DA subtopologies connected via inter-DA gaps

total number of states: 1220 DA Types

transitions probabillities trained from forced-alignment

speech state emissions modeled with GMMSs

Speech/Non-speech Context Features

e 10-second S/NS posterior context, in 0.5-second tiles
o target speaker and 3 locally most talkative interlocutors

non-

D tage t —0.55

Instantaneous Prosody Features

e frame-level features for target speaker only
o features computed only for speech states

o 12 features:

energy
delta-energy

normalized autocorrelation maximum
Mel-filterbank magnitude cosine difference
Mel-filterbank log-magnitude cosine difference
/ FFV Intonation filterbank features
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(“g-Opt” systems = optimized for mean F-score; “c-Opt” systems = optimized for specific conditions)
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