
B. Proposed Solution

1. Instead of decoding in each participant’s vocal activity state space (2 states), decode in the joint vocal interaction state space (2K states).
2. For transition probabilities, partition the state space by the number of currently active speakers, ignoring their identities.

3. Acoustic training data will be extremely rare for the majority of events. Train models of overlapped speech using the test data, with labels 
supplied by an initial pass system which is high-precision in the single-speaker intervals.

B. Approach

1. Instead of modeling the speech activity state of each participant independently, we model the vocal 
interaction state of all participants jointly.

2.We use an ergodic hidden Markov model.

A. The Problem

1. Current speech activity detection systems treat participants independently; they ignore the fact that participants are speaking together.
2. This is clearly wrong, since regardless of the number of participants, about ~80% of the time is spent in one-speaker-at-a-time talk.

3. Such systems treat overlap and interruption (and crosstalk!) as purely coincidental, emergent phenomena, obtained by combining the independently 
decoded channels.
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