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Abstract – Research on human-human interaction shows that people estimate each others’ knowledge to find where they have a common ground of understanding. They adapt their speech to this common ground. In particular, people explain themselves more to others when they have less common ground. We demonstrate that the same process can occur in human-robot interaction. In discussing dating, women participants explained dating norms for a woman more to a “male” robot than to a “female” robot, and men generally showed the opposite behavior. We discuss the development of the dialogue that produced common ground, and what our results imply for human-robot interfaces and interaction design.  
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INTRODUCTION  
To communicate effectively with other people, we need to have a reasonably accurate idea about what specific other people know [1]. In this paper, we argue that some of the processes by which people get to know others and communicate with them effectively may also apply to human-robot interaction.  

An obvious starting point for people to build a model of what a robot knows is what they themselves know, or think they know. Their own knowledge acts as a default or “anchor” for estimating the knowledge of others [2]. People can also use social context cues to build a model of what a robot knows. Social cues point to social categories (e.g., gender, age, group membership, and so forth), which in turn help people estimate others’ knowledge [3]. For example, if a robot is a humanoid, people might imagine that it shares some characteristics of humans, for example, a tendency to prefer friends to strangers. Or, if the robot is known to originate in New York or Hong Kong, people might conclude that it has knowledge about these localities [4]. People’s mental models of a robot are important because these models establish the amount and nature of common ground between them and the robot. This common ground, in turn, is likely to affect how people communicate with the robot and what they expect in return. Speakers design messages to be appropriate to what they assume to be the knowledge of the recipients [5]. For instance, people represent information more elaborately if they have to communicate it to others who know nothing about the subject matter [6, 7].  

In this paper, we argue that a gendered robot, that is, a robot that emits gender cues, will elicit a mental model of the robot such that people estimated it to have knowledge usually specific to men or women. For example, a robot that speaks with a feminine (high frequency) voice or that looks feminine might be estimated to have knowledge of women’s clothing sizes and women’s sports celebrities. A robot that speaks with a masculine (low frequency) voice might be estimated to have knowledge of men’s clothing sizes and men’s sports celebrities.  

If group membership or social category is a cue to what people know [1], we might expect that people will estimate a female robot to have more knowledge of dating practices than a male robot will. They could derive this estimate from the general case that women are more knowledgeable about social practices and have more social skill than men do [8]. If so, when people describe a dating norm to a robot, they should assume they will have to explain the norm less to the female robot than to the male robot, because the female robot already shares some of this knowledge.  

We further argue that if the people interacting with the gendered robot are the same gender as the robot seems to be, then they will assume there is more common ground between them and the robot than if they are not the same gender as the robot. (Such an assumption would not be entirely silly. Dawes [9] showed that people do well, statistically speaking, to take their own opinions or knowledge as representative of that of the group to which they belong.) The more the common ground between the person and the robot (as when they share the same gender), the less they will need to explain subject matter that they both are assumed to know in common. Hence, in the prior example, if women assume that they and a “female” robot both understand dating norms for a woman (for example, that she is not expected to pay for a date), then when asked to articulate the norm, women will explain it with less elaboration than if the robot is “male.” Likewise, men may explain dating norms for a man to a male robot less than to a female robot.  

We tested these predictions because, if valid, they have significant implications for understanding and designing human-robot social interaction. For example, the theory implies that people who interact with a gendered humanoid  
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robot do not approach the robot *tabla rosa*, but rather hold a default mental model of the robot’s knowledge and that the model influences their assumed common ground with the robot and their behavior with the robot. The mental model, of course, may be highly inaccurate. For example, people may greatly overestimate their common ground with a robot in many domains. Designers can affect these models and assumptions of common ground in appropriate directions by the way they develop the robot’s appearance, behavior, social context, and responses to people.

**RELATED WORK**

The last decade has seen a number of projects involved in the construction of social robots, that is, robots that engage in social interaction with people. Thus, Sparky [10] and Kismet [11] used facial features, facial expression, movement, and sounds to convey attention to the observer and to the observer’s responses. Museum robots [12 - 14] have been designed to traverse museum spaces, speak out loud, convey commands (such as “make way”) and generally to provide display information and amusement for visitors. More recently, Valerie, a receptionist-robot, engages in a dialogue with people, giving them information (such as the location of people in offices) and entertaining them by telling stories [15]. Robovie [16] is a child-sized robot in Japan who speaks English with school children, recognizes them, and engages them in one-to-one games. The Nursebot robot, Pearl, the same robot we used in the study described in this paper, was initially developed to interact with older people who may need help to remain independent in their homes [17]. None of this work directly examines people’s mental models for a robot, in particular, their mental model of what the robot knows, and how the model affects their interactions with the robot. Our purpose is to demonstrate this influence and to show how a humanoid robot’s design as female or male affects the human-robot interaction.

**METHOD**

We tested the theory and predictions in an experiment in which young adults of both genders engaged in a one on one dialogue with a humanoid robot. Because without any interaction, we could not test differences in interaction, we had first to develop an interaction design and dialogue for a robot that novice participants would find engaging and involving. Another requirement was to ensure that participants understood the robot’s questions and responses, and that the robot understood the participants’ responses. A third requirement was the topic would be one in which participants had highly predictable knowledge and established opinions. We chose the topic of “first dates” because almost all young adults have personal knowledge of dating practices and because there are well-established schemas for behavior of women and men on first dates [18]. Indeed, norms for first dates have changed little since the 1950s [19].

The experimental setup was one in which the participant engaged in a dialogue with a robot who was presented as either female (feminine voice, red lips) or male (male voice, uncolored lips). The male or female robot told the participant that it was training to be a dating counselor, and that it needed advice about what typically happens on dates. It then asked various questions about events that transpire on a first date, and it responded to what the participant typed. The dialogue was scripted to begin with general questions about dating, such as where people meet others and about the appropriateness of behaviors such as dating a boss or coworker. As the dialogue progressed, the robot introduced a hypothetical couple, “Jill” and “John” who were about to go on a first date. The robot asked the participants a series of questions about each, such as whether John should call Jill back if she was busy the first time he called, or if Jill should bring John flowers. These questions about Jill and John are the focus of this article because they illuminate how women and men participants talked with a male or female robot differently depending on whether they were talking about a woman (Jill) or a man (John).

**A. Experimental Design**

The experimental design was a 2 X 2 X 2 factorial with two between groups factors and one within groups factor. The first two factors were participant gender and robot gender. The third factor was a within subjects factor where all participants answered some questions about Jill and John.

**B. Participants**

Thirty-three native American-English speakers from Carnegie Mellon participated for US$10 cash as payment (17 males, 16 females; average age 21 years).

**C. Procedure**

When participants arrived at the experimental lab, an experimenter told them he/she was creating a dating service for Carnegie Mellon students, and that participants’ conversation would help train the robot’s AI system to give people better advice. Approximately half of the sessions were run by a male experimenter and half by a female experimenter. (We analyzed our statistically to determine the effect of the gender of the experimenter, and found the experimenter’s gender had no effect on the results.)

Participants conversed with the robot through an interface like that of Instant Messaging. The IM interface was on the screen on the robot’s chest, with a keyboard on which the participants typed. The robot used Cepstral’s Theta for speech synthesis, and its lips moved as it spoke [20]. The text also showed on the screen, in line with the participant’s responses, as in IM interfaces.

The questions the robot asked were adapted primarily from Laner & Ventrone’s studies of dating norms [18, 19]. In [18, 19], Laner & Ventrone conducted two studies asking students about what events typically happen on a first date, and who does them – the man, the woman, both or either. We turned twelve of the events with the largest gender difference into a scenario about “John and Jill,” two hypothetical individuals who were interested in each other. Six of the items were most commonly thought to be performed by men (e.g. “decide on plans by yourself,” 61% say men, 6% say women), and six were most commonly performed by women (e.g. “buy new clothes for date,” 2% say men, 75% women).
The robot asked some questions about what Jill should do and some questions about what John should do. In each case, the robot asked some of these in a way that supported a gender stereotype (e.g., “Do you think that John should make the plans for the date?”), and some in a way that was the reverse of the stereotype (e.g., “Do you think it’s appropriate for John to buy new clothes for a first date?”). The questions about Jill and John were embedded in other questions about dating behavior and norms (such as the wisdom of Internet dating), so as not to create suspicion about our interest in gender in this experiment.

After chatting with the robot, participants filled out a survey with a variety of questions about themselves and the robot. Our main focus in this report is participants’ ratings of the robot’s gender (as a check on the manipulation) and their ratings of the robot’s personality and humanlikeness. Ratings of masculinity and femininity were a subset of Bem’s Sex-Role Inventory [21]. We used the personality and humanlikeness ratings to address the question of whether responses to the robot might be caused by perceptions that the robot’s personality or humanlikeness differed when it was “female” or “male.”

D. Dialogue

The robot interpreted and responded to the participant using a customized variant of the Alice chat-bot [22] (http://www.alicebot.org), a publicly available pattern-matching text processor. As noted above, we had to develop the dialogue so that all participants understood the robot and so the robot would be able to respond appropriately to whatever participants said. To accomplish this result, we developed and refined the dialogue, and carried out two pilot studies (one with an animation of a robot and one with the actual robot).

The first version of the dialogue created very large variability across participants both in the amount and content of their speech. Some participants did respond to the robot’s questions but asked for clarifying information; others did not answer at all and had to be prompted to answer. The variability in responses was very large, due to some people asking long clarifying questions and others not answering at all. One reason for this variability across people is that, initially, the chat-bot often did not respond well to participants’ questions. For example, when the robot asked “Should Angela/Anthony go to a club?” some participants asked, “Can he/she dance?” In each successive test, we tailored the chat-bot’s responses towards the questions and comments that participants made, especially dropping dialogue that participants did not understand.

Most questions the robot asked required a positive or negative reply. However, most people do not say a simple “yes” or “no” (e.g., see Fig. 1). To allow the robot to understand most replies, we compiled hundreds of variants of common responses from participants’ responses in the pilot tests, such as “that would be nice,” and “of course not.” We also added an ability to respond to question-specific answers, such as “they should split the check,” to allow even more comprehension by the robot. When the participant uttered something vague like “maybe,” or “only if …,” or when the participant otherwise failed to answer the question in a manner the robot could understand, the robot prompted the participant, “Please rephrase that,” or “Please be more specific, and “tell me whether it would be OK for them to date if John was Jill’s boss.”

E. Analyses

The dependent variable in this study was how much the participants said to the robot about what Jill’s and John’s behavior should be before, on, and after their first date. We used the Text Analysis and Word Counts program [23] to
count the number of words the participants used to communicate with the robot. For the text in response to each statement or question of the robot, TAWC counts the number of words in that text. A count of total words used in response to the Jill and John questions was computed by summing the total words used in response to these questions. To normalize the counts, which were skewed and left censored (a person can’t say fewer than zero words to any question), logs of the totals were computed and the data were centered. The result is a standardized measure of the log of total words spoken about Jill and about John.

The data were analyzed using analysis of variance with two between factors (gender of participant and gender of robot) and one within factor (words about Jill and words about John).

**RESULTS**

We conducted analyses to measure how participants perceived the robot then to test the hypotheses about how much men and women participants said to the robot about Jill and John’s dating behavior.

**A. Participants’ Perceptions**

The first analysis was a check on the manipulations. That is, did the participants perceive the robot to be gendered? We asked participants a write-in question about the gender of the robot. The result was highly significant (chi square = 40, p < .0001). Sixteen of 17 participants in the female robot condition said the robot was female and one said “female?” In the male robot condition 14/16 participants said the robot was male, one said female, and one said “male?” Thus the female robot gave a slightly stronger impression of gender (but insignificantly so). We also asked participants to respond to a pair of 5-point rating scales (1 = low, 5 = high) asking how masculine and how feminine the robot was. The interaction of robot gender and ratings on the scale was highly significant, and there were no differences in this respect between men and women participants. Participants rated the female robot an average of 3 on the feminine scale and 2.2 on the masculine scale, and they rated the male robot an average of 2.1 on the feminine scale and 3.6 on the masculine scale (F [1, 25] = 4, p = .05). These results reflected the following:

1. Participants said fewer words to the female robot than to the male robot, as predicted (Figs. 4 and 5).

Other items measured the robot’s dominance, compassion, and likeableness. In these items, most ratings were the same across robot gender and participant gender, and in moderate ranges of the scale. However, men’s ratings of the female robot were significantly lower than either women’s ratings of either gendered robot or men’s ratings of the male robot. Thus, men rated the female robot as lower in leadership and higher in dominance (p < .001), as somewhat less tender and compassionate (p < .07), and as marginally less likeable (p > .10). Because of these differences, we examined whether participants’ ratings influenced how much they talked with the robot. We found that their ratings of the robot’s assertiveness, compassion, and likeableness were negatively correlated with amount of talking (about r = .20) so we used these ratings as control variables in the subsequent analyses. Use of these control variables does not change the results.

**B. Participants’ Talk**

As noted above, we measured the number of words that men and women participants used in communicating with the male or female robot about Jill’s and John’s appropriate behavior on a first date. We predicted, first, that because females are expected to know more about sociability and social norms than men, participants would estimate more common ground about dating norms with a female robot than a male robot, and would feel less need to explain dating norms to the female robot. Hence they should use fewer words too answer questions about Jill and John’s first date when speaking with the female robot than when speaking with the male robot. In addition, women should estimate more common ground between them and the robot when talking about Jill. By contrast, men should estimate more common ground between them and the robot when talking with the male robot about John.

Overall we found a significant triple interaction of participant gender, robot gender, and Jill vs. John questions (F [1, 25] = 4, p = .05). These results reflected the following:

1. Participants said fewer words to the female robot than to the male robot, as predicted (Figs. 4 and 5).
2. Women said the fewer words to the female robot than to the male robot about Jill, as predicted. They also talked the most when talking with the male robot about Jill, which fits with the theory. (That is, they are sharing knowledge with another who does not know what they know.) In this case they know a lot about what Jill should do and need to explain the norms to the male robot (Fig. 4).

3. Men said slightly fewer words to the male robot about John than they said to the female robot about John, as predicted (Fig. 5). Contrary to prediction, they said more to the female robot about Jill than John. We believe this result may have obtained if men felt less certain of their common ground with the female robot when talking about a woman’s dating.

DISCUSSION

In summary, participants in this controlled experiment engaged in a one-on-one dialogue about (human) dating practices with an interactive humanoid robot. The ostensible purpose of this dialogue was to give the robot more knowledge about dating so it could perform as a dating counselor. Half of the participants interacted with a “female” robot with pink lips who asked them questions about dating in a feminine voice; half of the students interacted with the same robot, but it was "male"—spoke with a masculine voice and had grey lips (same as its body).

We predicted that the female robot would be presumed to know about dating (more than the male robot) and hence people would explain themselves less to the female robot than to the robot. We did find this to be the case, and the result held when we did or did not control for how much participants liked the robot. We also found, among women, that they said least to the female robot about what a woman, “Jill” should do on a first date and most to a male robot about what a man, “John” should do on a first date. The results for men only partially supported the hypotheses, perhaps because men did not know as much about dating norms.

This work has at least three significant design implications for human robot interaction. First, the theory says that people will make assumptions about the knowledge of a robot based on what they themselves know and will relate to the robot in relation to what they know. Hence designers cannot assume that people approach a robot tabla rosa but instead with a mental model. Second, people will use the robot’s outward appearance, overt behavior, and context cues to modify their default mental model of what a robot knows. Hence, designers can manipulate a robot’s appearance, behavior, and context to convey the robot’s knowledge or they can design a robot whose cues adapt to different user models. Third, because people will adjust their behavior to a robot depending on their common ground with it, designers will need to make decisions about whether the robot’s cues appropriately or inappropriately convey common ground.

A. Future Work

Because this study represents the first demonstration of a common ground effect in human-robot interaction, we must regard it as preliminary. We believe there are many worthwhile domains to explore in seeking replication and extension of the theory to human-human interaction, for example, whether people find common ground with a robot’s emotional state, preferences, or decision biases. This work may also lead to some new ways that designers can adapt dialogue systems such that people and robots will communicate more clearly.
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