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Abstract be important. An ad hoc network is a group of wireless moluldas
which self-organize into a network in order to communicéech
networks can operate without the need for existing infeecstire or
configuration. Each mobile node in the network acts as a reuns
forwards packets on behalf of other nodes. This “multi-hég™
warding allows nodes beyond direct wireless communicatimge

of each other to communicate. Routing protocols for ad hde ne
works must discover such paths and maintain connectivitgrwh
paper presents the design and initial evaluation of the fha=ap links in these paths break due to effects such as node moidin,

Demand-Driven Multicast Routing protocol (ADMR), a new on- propagatlgn, or WI!’E|€‘SS interference. . )
demand ad hoc network multicast routing protocol that gtsrto Most prior work in ad hoc network routing has focused on regiti
reduce as much as possible any non-on-demand componehiss wit of unicastpackets, but a number of ad hoc networklticastrouting
the protocol. Multicast routing state is dynamically ediited and ~ Protocols have been proposed over the past few years asigell [
maintained only for active groups and only in nodes located b 2_5’ 8,14, 13, 24’_23' 2,4,22], using a_varlety Of_ basic rgtityo-
tween multicast senders and receivers. Each multicaspdateetis ~ '1thms and techniques. Of these multicast routing progcifew
forwarded along the shortest-delay path with multicasiéoding ~ attémpt to operate in an-demandashion [19, 22, 14, 13, 24, 12],
state, from the sender to the receivers, and receivers dgatiyn N Which the operation of the protocol is driven by the preseaf
adapt to the sending pattern of senders in order to effigibatance ~ data packets being sent rather than by continuous or perixabk-
overhead and maintenance of the multicast routing stateassn ~ 9round activity of the protocol. For routing afhicastpackets in
in the network move or as wireless transmission conditionthé ~ 2d hoc networks, such on-demand operation has been shoameo h
network change. We describe the operation of the ADMR paitoc  Substantial advantages in terms of the routing protocoksizead
and present an initial evaluation of its performance basetbtailed ~ @nd ability to react quickly to routing changes in the netwdie
simulation in ad hoc networks of 50 mobile nodes. We show that believe that similar benefits also hold for multicast rogtimad hoc
ADMR achieves packet delivery ratios within 1% of a flooding- N€WOrks.

The use of on-demand techniques in routing protocols fortimul
hop wireless ad hoc networks has been shown to have significan
advantages in terms of reducing the routing protocol’s lovad

and improving its ability to react quickly to topology chasgin

the network. A number of on-demamdulticastrouting protocols
have been proposed, but each also relies on significantdierio
(non-on-demand) behavior within portions of the protocdlhis

based protocol, while incurring half to a quarter of the treerd. However, designing an ad hoc network multicast routingquok
that operategntirely on-demand is difficult, although several such
1. Introduction multicast protocols have been proposed [14, 12]. Theseqots

perform well in scenarios with small groups [14] or in netksr

in which mobility is very high and flooding is the only way to-de
liver packets successfully [12]. However, these protoctdsnot
scale well and are not efficient to use as general-purpostcast|
protocols.

_— Previous efforts to design general-purpose multicasbpads for
This work was supported in part by the NASA Cross Enterprighfiology ad hoc networks have utilized various periodic (non-on-aed)
Development Program under Grant Number NAG3-2534. Thesiiaad  mechanisms within some portions of the protocol. The overal
conclusions contained here are those of the authors andtishabe inter- o\ jemand nature of such protocols derives from the fadt tha
preted as necessarily representing the official policiendorsements, either L . . .

express or implied, of NASA, Rice University, Carnegie MellUniversity, significant portions of the protocol operation are activdy dor

or the U.S. Government. active multicast groups. However, the periodic mechaniafttsn

the protocol are responsible for core routing functioyakind
may substantially limit the benefits of the protocol’'s othise
on-demand operation. For example, the On-Demand Multicast
Routing Protocol (ODMRP) [19] builds multicast meshes tlylo
periodic network-wide control packet floods. The protoabies on
these floods to repair link breaks in the mesh that occur letee
floods. The Multicast Ad Hoc On-Demand Distance Vector proto

Multicast routing is becoming an important networking $egvin

the Internet for supporting applications such as remotétencing,
resource discovery, content distribution, and distribigames. In
wirelessad hoc networksthese and other uses are expected to also



(MAODV) [22] requires continuous periodic neighbor sergsfor
link break detection, and periodic “group hello messagesiulti-
cast forwarding state creation. The hello messages areeggard-
less of whether or not there are any senders for the multicasp
in the network, as long as there is at least one receiver.|&igto
MAODYV, the Associativity-Based Multicast (ABAM) protoci24]
requires continuous periodic neighbor sensing for linkakree-
tection and distribution of link characteristics. In adfit, these
protocols rely on explicit “prune” messages for deletioffiavfvard-
ing state that is no longer needed. Loss of an explicit pruessage
because of wireless interference or because the sendex pfuhe
message has moved out of range of the intended recipienteof th
prune, leads to significant unnecessary overhead as nodgsum
forwarding packets even though there are no receivers éogithup
that are interested in receiving them downstream.

This paper presents the design and initial evaluation of the
Adaptive Demand-Driven Multicast Routing protocol (ADMR)
new on-demand multicast routing protocol for wireless ad het-

works that attempts to reduce as much as possible any non-on-

demand components within the protocol.

In ADMR, source-based forwarding trees are created wheneve
there is at least one source and one receiver in the netw@kIR
monitors the traffic pattern of the multicast source apflica and
based on that can detect link breaks in the tree, as well asesu
that have become inactive and will not be sending any moee diat
the former case, the protocol initiates local repair proces, and
then global repair if the local repair fails. In the latteseamulticast
forwarding state is silently expired without the need todsan ex-
plicit shutdown message. To enable monitoring for link keda the
multicast forwarding tree when the source is not sending tiah-
porarily, ADMR sends a limited number of keep-alives at @aging
inter-packet times. When the source has not sent any datagder
riod of time that constitutes a significant deviation frosmsending
pattern, the keep-alives stop and the entire tree silempires. A
significant deviation from a source’s sending pattern iwdication
that the source is likely to be inactive for a while, in whidse it
would be wasteful to maintain routing state in the networMR
also prunes individual branches of the tree automatioatign they
are not necessary for forwarding. These pruning decisimbkased
on lack of passive acknowledgements from downstream,adsié
relying on the receipt of an explicit prune message.

Each multicast data packet is forwarded from the sendereo th
multicast receivers using MAC-layer multicast transnuasialong
the shortest-delay path between nodes with forwarding &athe
group.

To deal with partitions, ADMR occasionally sends an exigtin
multicast data packet instead as a network flood, taking|teemf
the multicast distribution of this existing packet. Thigalaacket
flood is used only at infrequent intervals (e.g., once peersgv
tens of seconds) and only when new data is being sent to tkea giv
multicast group; in addition, this flood is not a requiredtpool
mechanism and does not represent core functionality.

ADMR also detects when mobility in the network is too high
to allow timely multicast state setup and maintenance, auitire-
quiring GPS or other positioning information or additiocahtrol
traffic. When such high mobility is detected, ADMR tempaari
switches to flooding of each data packet, and after a shoe, tine
protocol again attempts to operate efficiently with mukicauting,
as the mobility in the network may have decreased.

To summarize, the novel features of ADMR include:

ADMR uses no periodic network-wide floods of control pack-
ets, periodic neighbor sensing, or periodic routing table e
changes; and requires no core (no other protocol has ak thes
properties in one protocol).

ADMR adapts its behavior based on application sending pat-
tern, allowing efficient detection of link breaks and expioa
of routing state that is no longer needed.

Bursty sources are handled by sending a limited number of
keep-alives along the multicast tree, in order to distisguiack
of data from disconnection.

ADMR uses passive acknowledgements for efficient automatic
tree pruning.

If there are no receivers, sources only flood infrequentiexjs
data packets (to heal partitions) and do not transmit otat d
or control packets.

ADMR can detect high mobility without the use of GPS or
other positioning information or additional control traffiand
can switch to flooding for some period of time before revertin
back to normal multicast operation.

Section 2 of this paper describes the design of the ADMR padfo
including the data structures and packet types used andpdra-o
tion of the different aspects of the protocol. Section 3 dbss
our simulation methodology in evaluating ADMR, and Sectibn
presents an evaluation of ADMR based on detailed simulgtion
ad hoc networks of 50 mobile nodes moving at average speeds of
1 m/s and at 20 m/s. We also compare this performance to that of
ODMRP [19] running on the same simulation scenarios; we aap
ADMR against ODMRP since it is the best-studied on-demand mu
ticast protocol for ad hoc networks. In Section 5, we discaksed
work, and finally, Section 6 summarizes and presents cooclsis

2. ADMR Protocol Description
2.1.

Multicast senders and receivers using ADMR cooperate tabest
lish and maintain forwarding state in the network to allowticast
communication. We assume that nodes in the network may move
at any time, and that any packet may be lost due to factorsasich
packet collision, wireless interference, or distance. ARIdap-
tively monitors the correct operation of the multicast farding
state and incrementally repairs it when one or more receiver
forwarding nodes become disconnected from the sender.

ADMR supports the traditional IP multicast service modeabf
lowing receivers to receive multicast packets sent by anglesg[6],
as well as the newer source-specific multicast service nioddlich
receivers may join a multicast group for only specific sead&@].
As in both multicast service models, a node need not be avercei
for the group to be able to send to the group, senders neeédard
their intention to send multicast packets to the group leeffming
so, and senders need not explicitly declare their intertiiostop
being multicast senders.

The multicast forwarding state for a given multicast graap
and sendefs in ADMR is conceptually represented as a loosely-
structured multicast forwarding tree rooted&t Each multicast
packet is dynamically forwarded fror@ along the shortest-delay
path through the tree to the receiver members of the multirasp.

Only members of the multicast forwarding tree forward noalst
packets, and each node forwards each packet at most onaidiin a
tion, packets are not constrained to follow any particutanbhes or
parent/child links while being forwarded. For example, igufe 1,

Overview



receiverR1 receives packeX through nodeB but receives packet
through nodeD. This can happen when nod acquires the me-
dia beforeB and forwards packeY first, or whenB does

not receive the packet correctly due to wireless interfezeand is
therefore unable to forward it. (All figures pertaining te irotocol
description depict transmission of packets as arrows. Roityg
reception of a packet is generally only shown for nodes thlt w
forward the packet further, i.e., we do not depict each trassion
as a broadcast received by all nodes within range, even thiieg
wireless medium we are considering is a broadcast medium.)

We refer to the flood of a packet constrained to the nodes in

the multicast forwarding tree asteee flood and to the more gen-
eral type of flood of a packet through all nodes asetwork flood
(Figure 2). This use of flooding within the multicast forwengl
tree is similar to the “forwarding group” concept introddde the
FGMP protocol [4] and used also in ODMRP [19], except that our
forwarding state is specific to each sender rather than tstiaged

for the entire group. When a sender using ADMR sends a mattica
packet, it floods within the multicast distribution tresly towards
the group’s receivers, whereas with FGMP or ODMRP, the pgacke
also floods back towards any other senders that are not egseiv
Although this difference requires us to maintain sourceetfit state

in forwarding nodes, such state is required anyway in oralsup-
port the source-specific multicast service model [10]. Idigah,
even FGMP and ODMRP require source-specific state at ea&) nod
since they must detect duplicate packets during a flood mvitté
forwarding group, and any type of packet identifiers usecttie
duplicate detection when there may be multiple group senueist

be source-specific.

If the MAC layer in use in the network supports multicast ad-
dressing and packet transmission, ADMR takes advantagebgf i
causing receivers and nodes in the multicast forwardirgttrgoin
the MAC-layer multicast group corresponding to the netwlaster
multicast group address. By utilizing MAC-layer multicaghen
available, ADMR limits the overhead on other nodes in thevoet
due to multicast packet transmission.

Each multicast packet originated by some n&if®r multicast
group G contains a small ADMR header, including a number of
fields used by the protocol in forwarding the packet and irmad-
ing the multicast distribution tree f@&andG. Thesequence number
in the ADMR header uniquely identifies the packet and is geteelr
as a count of all ADMR packets flooded in any way that origidate
from S. Thehop countis initialized by Sto 0 and is incremented
by each node forwarding the packet. For a packet being faleeqr
the previous hop addresm the ADMR header is the MAC-layer
transmitting source address from which this packet wasivede
copied from the MAC-layer header of the packet before fodivay
it; when a packet is originated, this field is initialized to 0

—» Packet X

----- » PacketY

®®@

Figure 1

Multicast Data Packet Forwarding
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..... » Network flood

Figure 2  Tree Flood vs. Network Flood

The ADMR header also includes timer-packet timginterval)
at which new packets should be expected from this seSder
this groupG. This field in the ADMR header is initialized b$
based on dynamically tracking the average interval at wiichig-
inates multicast packets for growp. If the application layer at
nodeS originates no new multicast packets f&within some mul-
tiple (e.g., 1.5) of this current inter-packet time, thetiog layer
at S begins originating “keep-alive” packets f@; the keep-alive
packet is multicast to the group (not flooded through the adtjv
and is used to maintain the existing forwarding state fomtlosti-
cast distribution tree fo6 andG. The inter-packet time between
keep-alives is multiplied by some factor (e.g., 2) with eacic-
cessive keep-alive, until reaching a maximum intervalerafome
further multiple of this interval S is assumed to no longer be an
active sender fofG, the keep-alives are stopped, and all forward-
ing state for this sender and group in the network is allowed t
expire. The ADMR header includes the multiplicative facior
creasing the time between successive keep-alives and & abun
keep-alives sent since the last real multicast data pacéet the
application, allowing all nodes receiving any of these kakye
packets to know when the tree is scheduled to expire, if thdese
application does not begin to send new multicast data pabledbre
that time.

Absence of data packets and keep-alives within a multipteef
inter-packet time is an indication of forwarding tree diseection.
When a forwarding nod&, for sourceS and groupG, does not
receive data packets or keep-alives fr8within a multiple of the
inter-packet time, it performs a local repair procedureettonnect
to the tree. If the local repair procedure fails, receivet®wgot
their previous packet throughand are now disconnected from the
source, perform a global reconnect procedure by sendingaarie
flood.

ADMR performs automatic pruning of branches of the multicas
tree that are no longer needed for forwarding. Pruning degs
are based on lack of passive acknowledgements from dovanstre
instead of relying on the receipt of an explicit prune messag

ADMR is designed to work independently of the unicast protoc
used in the ad hoc network and can thus work with any unicast pr
tocol or even without a unicast protocol. Although it may Iseful
to share information between the unicast and multicastopobt
not doing so improves modularity and portability. We areoalsr-
rently studying the trade-offs of various levels of unieastlticast
cooperation within ADMR.

ADMR currently operates only over bidirectional links. Wea
working on extending the specification to handle unidiwi links
as well.



2.2. Data Structures packet's ADMR header to the hop count in this node’s Nodedabl

entry for the source of the packet. If the new hop count istless

that already recorded in the Node Table entry, this nodetepdbe

) ) ) entry with the new hop count and sets the previous hop address

e Sender TableLogically contains one entry for each multicast 1, entry to the MAC-layer source address from which it nezi
group address for which this node is an active sender. Eache packet. In addition, if the node forwards the packeteedoing
entry in the Sender Table includes the current inter-paakel g4 it increments the hop count field in the packet’s ADMR feead
for this node sending to the group, and a count of consecutive g, g copies the packet's MAC-layer source address into theIRD
keep-alive packets sent to the group since the last datepack pegder previous hop address field.
sent to the group by this node. Finally, if the packet has a payload following the ADMR heade

¢ Membership TabteLogically contains one entry for each com-  the node checks its Membership Table to determine if it isaiver
bination of multicast group address and sender address formember for this group and source. If so, it passes the pagket u

which this node is either a receiver member or a forwarder. within the protocol stack to allow the packet to be processed
Each entry in the Membership Table includes a flag to indicate received multicast packet.

if this node is a receiver, a flag to indicate if this node is a )
forwarder, the current inter-packet time for the sendedsegn 24 New Multicast Source
to this group, and the current value of the keep-alive coiamhf ~ When a nodeS originates a multicast packet for some gragfor
packets received for the group. which it is not currently an active sender, it will not have enSer
o Node Table Logically contains one entry for each other node in Table entry forG. In this case, nod8& creates and initializes a new
the network from which this node has received a tree flooded or Sender Table entry fdg. The inter-packet time in this entry may be
network flooded ADMR packet. Each entry in the Node Table set to a default value, may be assumed based on the IP porensimb
includes the sequence number from the ADMR header of the used in the packet, or may be specified by the sending agphdét
most recent such packet, plus a bitmap representing a numbean API is available for this purpose. No8ealso inserts an ADMR
of previous sequence numbers of packets from this senat, us header in the packet and flags it to send the packet as a network
to detect and discard duplicate packets during a flood: ibthe  flood, as described in Section 2.3.
corresponding to some sequence number in this bitmap is set, After sending this packet, nod&buffers for a short time subse-
the packet is assumed to be a duplicate; all sequence numberguent multicast packets that it might originate to gr@jpather than
prior to that corresponding to the first bit in the bitmap are sending them immediately as they are generated, in orddioie a
also assumed to be duplicates (or are of no further intenglst a  the routing state in the network to be formed for receivetergsted
are discarded). This use of a bitmap is similar to the data inthis group and sender. OnSeeceives at least oneEREIVERJOIN
structure suggested for anti-replay protection in the IEu8ty packet,S then begins sending any buffered packets to the group as
protocols [18]. Each entry in the Node Table also includes th normal multicast packets. The packet exchange which takes p
previous hop address, taken from the MAC-layer transngjttin - when a new source becomes active is depicted in Figure 3. $dbst
source address of the packet received from this senderhigtht sequent multicast packets for groGpfrom nodeS will be flooded
sequence number that contained the minimum hop count in itsonly within the members of the multicast forwarding tre@btished
ADMR header. To manage space in the Node Table, new entriegfor this group and sender (a tree flood). However, it is pdsshiat
should be created only as needed, and existing entriescshoul some interested receivers did not receive this initial paflom S,
be retained in an LRU fashion. To allow for such occurrences, no@aises a network flood rather
than a tree flood for certain of its subsequent existing iwast data
packets. The time between each packet selected to be sent as a
Any packet with a multicast or broadcast destination addoes- network flood is increased until reaching a slow backgroiatd,r
taining an ADMR header will be flooded. The type of flooding designed to tolerate factors such as intermittent wiréhtsserence
is indicated by thelood typeflag in the packet's ADMR header.  or temporary partition of the ad hoc network. For examplegun
For most packets, the flood type flag is set to causeea flood simulations, the first data packet after 5 seconds sincernitiali
of the packet, such that the packet will be forwarded only mgno  network flood data packet, is sent as a network flood; the fatst d
those nodes belonging to the multicast forwarding treecateid by packet after 10 additional seconds is also sent as a netveard, fhs
the source address (the original sender) and destinatinessl(the is one data packet after each subsequent 30 seconds. Thesdne
multicast group address) in the packet (Figure 2). When & nod floods are sent only when there is data to be ser8 tn/G.
receives such a packet, it checks its Membership Table @onttlgis
group and source to determine if it should forward the padket
packet thus flows along the tree from the sender to the group re When an application on some nodeequests to join a group, the
ceivers but is not constrained to follow specific branchebhéntree ADMR routing layer on nod&k sends a MLTICAST SOLICITATION
and is thus able to automatically be forwarded around tearjhpr packet as a network flood, with the group add@sas the destina-
broken links or failed forwarding nodes in the tree (Figuje I, tion address of the packet. If the group is a source-specifltcast
instead, the flood type flag in the ADMR header indicatastavork group, the specific sender addr&equested by the application is
floodfor the packet, the packet will be flooded among all nodes.For included after the ADMR header in the packet.

The multicast forwarding state for ADMR is maintained Idgddy
each node in the following three tables:

2.3. Multicast Packet Forwarding

2.5. Receiver Application Join

either type of flood, each node’s Node Table and the sequame n The forwarding of the packet through the network follows the
ber in a packet's ADMR header reliably limit any node thatidto procedure described in Section 2.3. However, in the case of
forward the packet to do so at most once. source-specific multicast, the specified source does natforthe

When a node receives such a packet, whether or notitfortlagds MULTICAST SOLICITATION packet. Also in this case, if a node re-
packet, the receiving node compares the hop count in thévegte  ceiving the MILTICAST SOLICITATION has a Node Table entry for



» Data flood
~a—— RECEIVER JOIN

Figure 3 New Source

this source, and has a Membership Table entry for this grodp a
source indicating that it is a forwarder, this node will &esduni-
castthe MULTICAST SOLICITATION only to the previous hop address
indicated in that Node Table entry; the packet thus folldmesttee
towards the source, decreasing the overhead and speeditige up
receiver join.

When any sourc8for multicast groufis receives the MLTICAST
SOLICITATION packet (or the single source, in the case of a source-
specific multicast group join), the source replies to thet McAsT
SOLICITATION to advertise toR its existence as a sender for the
group. This reply may take one of two forms. If the next sctedu
network flood of an existing multicast data packet (Sectid 3 to
occur soonSmay choose to advance the time for this network flood
and use it as the reply for the WITICAST SoLICITATION from R.
This form of reply is appropriate, for example, when many new
receivers attempt to join the group at about the same timeeS§
would then receive a MLTICAST SOLICITATION from each of them,
but could use the single existing network flood of the nexadat
packet to reply to all of them. The other form that this replgym
take is forS to send an ADMR keep-alive packet unicastRo
following the path taken byR’s MULTICAST SOLICITATION packet;
each node forwarding this unicast keep-alive packet utidaso
the address recorded in the previous hop address field afddats
Node Table entry foR, created when it forwarde®’s MULTICAST
SOLICITATION as it traveled towar® (Figure 4). When forwarding
this unicast keep-alive packet towdRdeach node updates its Node
Table entry forS in the same way as it would for a flood fro8)
recording the path back t8 in each entry’s previous hop address
field.

When node R receives the reply from its MLTICAST
SOLICITATION, it will process it as described in Section 2.6, sifce
will view this reply as a packet from a multicast source thasi
not yet connected toR also sends a CEIVER JOIN packet back
to S, creating the forwarding state to connect it to the multicas
forwarding tree for this group and source (Figure 5).

G ~4—— MuLTICAST SOLICITATION

» Unicast keep-alive

Figure 4 Sources respond to receiver's MULTICAST SOLICITATION

)

@ ~a—— RECEIVER JOIN

Figure5 Receiver sends RECEIVERJOIN

If nodeSreplies to the MILTICAST SoLICITATION from R by send-
ing a unicast keep-alive, as described above, 8walso sets a timer
and expects to receive theeBEIVER JOIN from R within a short
time. If Sdoes not receive theEREIVER JOIN, it will retransmit its
reply toR’s MULTICAST SOLICITATION (which again, may be in the
form of S's next network flood of an existing multicast data packet or
may use a unicast ADMR keep-alive packet). If the timer e
second time an& has not received a#BEIVERJOIN from R, thenS
assumes that the path that the unicast keep-alive is tryitrg\erse,
created by the forwarding ¢&'s MULTICAST SOLICITATION t0 S, is
broken, ands advances its next scheduled network flood of a mul-
ticast data packet to reply ®. No further specific retransmissions
of the reply are attempted, although the normal occasiocetalark
flood mechanism of selected existing multicast data padtais S
to the group will eventually reacR.

2.6. Receiving from a New Multicast Source

When a nod® receives any multicast packet, in addition to forward-
ing the packet if required by the forwarding procedure dbescrin
Section 2.3, nod® also checks the entry for this sender and group
in its Membership Table to determine if it is a receiver memlie
so, thenR processes it as a multicast packet that it is intended to
receive, passing the packet up to the next layer within iteiving
protocol stack.

In addition, if the packet was sent as a tree flood (rather &san
a network flood), this indicates that the receiver nBde currently
connected to the multicast forwarding tree for this senddrgroup.
The node considers itself to remain connected until detgdtiat it
has become disconnected, as described in Section 2.8.

If, instead, this received packet was sent as a network flood o
the packet is a unicast keep-alive (Section 2.5), and ifebeiverR
is not currently connected to the multicast forwarding tiaethis
sender and group, theR replies with a RCEIVER JOIN packet, to
cause the necessary nodes along the path back to the setmer
become forwarders. Nodrinitializes the inter-packet time field in
its RECEIVER JOIN packet to the inter-packet time from the ADMR
header of the received packet. ThedRIVERJOIN packet then fol-
lows the path established by the forwarding of the receivelticast
data packet or keep-alive packet, as recorded in the prebiop ad-
dress field in each node’s Node Table entry for this seSdétach
node that forwards the REIVER JOIN, if it does not already have
a Membership Table entry for this group and source, createsva
entry, with the inter-packet time initialized from the&eIVERJOIN
packet's header; each node that forwards tEefVER JOIN also
sets the forwarder flag in its Membership Table entry.

If there are multiple new receivers for a given multicastugr&
near each other in the network, mangd&IvVER JOIN packets will
traverse the same paths or subpaths on their way to the sBurce
However, in order to make each node along these paths a fiewar



for G andS, as necessary, itis enough for onedrIVERJOIN packet

to be received and forwarded by each such node. It would taus b
possible to filter all but the first of these multiplee&eIVER JOIN
packets received by each of these nodes, but doing so waud le
the connection of these new receivers susceptible to tiseolothe
single RECEIVER JOIN packet forwarded. To reduce overhead and
yet provide resilience to such packet loss, each node willded at
most 3 RECEIVER JOIN packets for the last sequence number it has
recorded in its Node Table entry f@& andS.

To further deal with the possibility of loss of aEREIVER JOIN
packet, each new receiver, after sending iECRVER JOIN, sets a
timer to a multiple of the inter-packet time contained in &2MR
header of the received packet that triggered ESRVER JOIN; in
our simulations, we use a timer value of 3 times the intekegc
time. If this timer expires before any new multicast packese
been received from the source, the receiver resendset€IRER
JoIN and resets the timer. If this timer expires again with no new
multicast packets received from the source, the receivefssa new
MULTICAST SOLICITATION, as described in Section 2.5.

2.7. Local Subtree Repair

Forwarders or receiver members of some multicast group reay b
come disconnected from the multicast forwarding tree fergtoup,
as nodes in the network move or as wireless transmissioritaomsl
change. Each forwarder or receiver for some multicast gédapd
sourceS detects that it has become disconnected from the multi-
cast forwarding tree when it fails to receive a number of easive
expected multicast data (or keep-alive) packets (e.go8)$for G.
Each node maintainsdisconnection timefor each grougs and
senderS for which it is either a forwarder or a receiver member, and
resets this timer each time it receives a packet for the grdume
timer value is based on the inter-packet time value in the ADM
header of the last received packet, plus a time proportitm#he
node’s hop count from the sour& as determined by the forward-
ing of the last packet fron$ that updated the node’s Node Table
entry forS. This small increase in disconnection timeout value as
a function of hop count is intended to generally allow nodeser
to S (i.e., closer to a broken link on the path frdghto detect the
disconnection before nodes further frddn This property is not
required for correct operation of the protocol, but it imye the
efficiency of the repair process.

When some nodé€ detects disconnection, it initiateslacal
repair of the multicast forwarding tree, as illustrated in Figurte 6
NodeC first sends a RPAIRNOTIFICATION packet to the other nodes
in the subtree “below” nod€ in the multicast distribution tree for
group G and sendefS. Here, the subtree “below” is defined by
the previous hop address recorded in each node’'s Node Table f
senderS, such that any node whose previous hop $ds nodeC
or is some other node belo@ is defined to be below€ in the tree.
Although as described in Section 2.3, each multicast pasket-
warded through the tree without regard to such relatiorsshigs
relationship represents the set of nodes that receivedrthéops
multicast packet througle and who will thus possibly detect the
disconnection themselves later, due to the increase iomi®ction
timer values with hop count fror8.

To forward the RPAIR NOTIFICATION packet to the nodes in the
subtree belovC, each node accepts and forwards the packet only if
the MAC-layer transmitting source address of the packethestthe
previous hop address stored in that node’s Node Table emtithé
multicast sende8. In addition, the sequence number and bitmap

» Links followed by
last multicast packet

— REePAIR NOTIFICATION

Figure 6 Node downstream of break initiates local repair

in each node’s Node Table entry (Section 2.2) are used talavoi
duplicates in the forwarding of theERAIR NOTIFICATION packet.

After sending the RPAIR NOTIFICATION packet, nodeC waits
for arepair delayperiod of time before proceeding with its local
repair. If, during this delay, node receives a RPAIRNOTIFICATION
initiated by an upstream node for this same group and soilveeC
cancels its own local repair, since this other node will perf the
repair.

The RePAIR NOTIFICATION packet serves two purposes. Itis a
notification to nodes in the subtree bel@that a local repair is in
progress and that they should not initiate their own locphie It
is also a chance to double-check that the link to nGdeparent is
indeed the one that is broken. Th&HRAIR NOTIFICATION will be
received by nodes directly belo@ in the forwarding tree, and if
the link from C to its parent in the tree (Figure 6) is actually not
broken, may also be received By In the REPAIR NOTIFICATION
packet,C lists the address of the node that is currently its parent, as
represented by the previous hop address in its Node Tabigfent
the multicast sourc8. If the REPAIR NOTIFICATION is received by
this parent node, it recognizes that one of the nodes djrbetbw
it in the tree (nodeC) is performing a local repair. The parent then
sends a one-hopHERAIR NOTIFICATION to C, causing it to cancel its
local repair as described above.

When a receiver member of the group receives EPAR
NOTIFICATION, it postpones its disconnection timer for an interval
of time determined by an estimate of the amount of time thalloc
repair is expected to take.

After the short delay described above, if nd@éas not received
a REPAIR NOTIFICATION initiated by an upstream node for this group
and source, nod€ sends a hop-limited BCONNECT packet as a
form of network flood (Figure 7). TheECONNECTpacket identifies
the group and source for which the local repair is being peréal.
The hop count limit (TTL) for the RCONNECTpacket (e.g., 3) limits
this flood to only reaching nodes ne@r

In addition to the normal handling of a network flood in deogli
whether or not to forward the BERONNECT packet, nodes that are
forwarders for the grous and sourceS being repaired treat the
packet specially. Such a node (e.g., nddi@ Figure 7), if it has not
received a RPAIR NOTIFICATION for this repair, assumes that it is
upstream of the repair nod2and that it is therefore still connected

@

ONG

» Existing tree links
~a—— RECONNECT

Figure 7 Disconnected node sends RECONNECTpacket



to the sourc&sin the tree. Rather than forwarding the ®ONNECT
packet as part of the hop-limited network flood, the nodeeciadt
reinitializes the packet’s hop count limit (TTL) to the deffavalue
and unicasts the packet to the node listed as its parent préheous
hop address field in its Node Table entry far This packet is no
longer treated as a network flood packet, and is instead fdeta
by each node in turn to its parent in the same way, until regchi
If the node is in fact not upstream from the repair n@land its
unicast ECONNECTreache<C, nodeC will discard the packet.

If the RECONNECTreaches, nodeSresponds with a RCONNECT
REPLY packet, as illustrated in Figure 8. ThiEBONNECTREPLY
packet is unicast back to the repair noGealong the path the
RECONNECT took to reachS, as recorded in the Node Table en-
try at each node fo€. Each node through which theERONNECT
REPLY packet is forwarded on the path @becomes a forwarder
for the multicast grous and sourceS, and creates an entry in its
Membership Table to record this if it is not already a forvwearfr it.

2.8. Receiver-Initiated Repair

If the local repair procedure as described in Section 2.¢emds,
the multicast forwarding tree will be reconnected and treeireer
members will continue to receive data as expected. If theodis
nection timer expires at some receiver memBefor a groupG
and sources, this is an indication that the local repair has probably
failed, perhaps because the amount of mobility in the nétwars
been too great to allow the type of hop-limited repair attdpIn
this case, nodR performs its own individual repair by rejoining the
group and source in the same way as when it originally joilaesd,
described in Section 2.5.

Each receiver keeps track of how many times it had to perform
a re-join to a group because of disconnection. When this eamb
reaches a threshold, the receiver sets the “high mobiliag fh the
ADMR header of the RCEIVER JOIN packet. When the source re-
ceives some number o REIVERJOINS with this flag set, it switches
to flooding mode in which each subsequent multicast packsstis
as a network flood. The high number of re-joins indicate that t
multicast state setup cannot keep up with the high mobititthie
network and only flooding can deliver the data successfifyer
flooding for some period of time, the protocol reverts backtto
normal mode of operation, as mobility in the network may have
decreased.

2.9. Tree Pruning

Each forwarder node in the multicast forwarding tree for som
groupG and sourcé automatically expires its own state and leaves
the tree when it determines thatitis no longer necessamiticast
forwarding. Similarly, the multicast sour@&automatically expires
its state and stops transmitting multicast data packets\ttieter-
mines that there are no downstream receiver members of dlg gr
for this source; the sender continues to send certain aflitsexjuent

-a—— RECONNECT
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Figure 8 Source sends RECONNECTREPLY

multicast packets as infrequent background network floatqta,
but otherwise defers sending other multicasts for this grontil
receiving at least one neweREIVER JOIN packet, as described in
Section 2.4. This mechanism helps to prune nodes from thafdr
ing tree that are no longer needed because a downstreanmerecei
has left or crashed or because, as a result of a disconnectiban
ensuing repair, some forwarding state may no longer be sanes
The decision to expire this state is based at each such node on
whether the multicast packets that it originatesSpbr forwards
(at forwarder nodes) are subsequently forwarded by othdesio
that received them from this node. In order to determine fibiis
each multicast packet, a noeexpects to hear at least one other
nodeC that received the packet froBiforward it. As described in
Section 2.1, when node receives and forwards a pack€tcopies
the MAC-layer source address of the received packet (oeleB’s
address) into the previous hop address field in the pack&lglR
header, before forwarding the packet. If n@&leverhear€ transmit
this packetB considers this as confirmation that it should continue
forwarding subsequent multicast packets, so that nodds &s/IC
can continue to receive them. On the other hané fdils to receive
such confirmation for a number of consecutive multicast peck
that it sends, theB decides that it is no longer necessary in the
multicast forwarding tree for this group and source (or m¢hse of
the sourceSitself, that no receiver members or forwarders remain).
This technique is similar to the use of passive acknowledges

3. Evaluation Methodology

We evaluated the performance of ADMR through detailed packe
level simulation in a variety of mobility and communicatisoe-
narios. In addition, we have simulated the On-Demand Mastic
Routing Protocol (ODMRP) [19], which has been shown to enfo
well in previous studies, and we compared its performandbab
of ADMR.

3.1. Simulation Environment

We conducted our simulations using th&2network simulator [7]
with our Monarch Project wireless and mobiis-2 extensions [3,
21]. Thens-2simulator is a publicly available discrete-event simula-
tor, widely used in networking research. The Monarch Ptojée-
less and mobile extensions incorporate models of signahgth,
radio propagation, propagation delay, wireless mediuntertion,
capture effect, interference, and arbitrary continuowenobility.
The radio model is based on the Lucent/Agere WaveLAN/OriliOC
IEEE 802.11 product, which provides a 2 Mbps transmissioa ra
and a nominal transmission range of 250m, depending on eaptu
effect and colliding packets. The link layer model is thetBlimited
Coordination Function (DCF) of the IEEE 802.11 wireless LAN
standard [11]. We have extended the existing simulationaisod
to enable multicast simulations with ADMR and ODMRP in the
simulator.

3.2. Simulation Scenarios

In each simulation run, we simulate the behavior of 50 nodiesihg

a mobile ad hoc network in a 1500 m300 m area, operating over
900 seconds of simulated time. Each run of the simulatorigrec
a scenario containing all movement behavior of the ad hogarét
nodes and all application-layer communication originabgdthe
nodes, generated in advance so that it can be replayedddinfor
the different routing protocols and variants studied. Eamfting
protocol was thus challenged by an identical workload.



The nodes in our simulations move according to the Random3.4. Summary of the ODMRP Protocol

Waypoint model [3, 16]. Each node independently startsatdom
location in the simulation area and remains stationary fperod
of time called thepause time The node then chooses a random new
location to move to and speed to move at, both uniformly ramgo
generated, and once it reaches that new location, againimema
stationary for the pause time. Each node independentlyatspieis
movement pattern over the duration of each simulation run.

For our simulation experiments, we study runs with a maximum

node movement speed of 20 m/s and others with a maximum nod
For each maximum node movemen

movement speed of 1 m/s.
speed, we studied 7 different pause times: 0, 30, 60, 120,680
and 900 seconds; a pause time of 0 represents a network ih alhic
nodes move continuously, whereas a pause time of 900 rejsese
a stationary network. For each of these pause times and maxim
node movement speeds, we randomly generated 10 differemdusc
ios, and we present here the average over those 10 scenarios.

The multicast application-layer sources in our simulaigen-
erate constant bit rate (CBR) traffic, with each source pating 4
64-byte packets per second. This sending rate was choség-to s
nificantly challenge the routing protocols’ abilities tocsassfully
deliver data packets in a mobile ad hoc network. It was not cho
sen to represent any particular application or class oficgpins,
although it could be considered to abstractly model a vanpks
broadcast audio distribution application.

We used 4 different combinations of number of multicast gsyu
sources, and receivers. The first 3 cases consist of 1 nails§ocarce
and 5, 15, and 30 multicast receivers, respectively. Thaesesovere
designed to allow us to observe the behavior of the routingppol
in an environment that is understandable and possible tlyzna
The fourth case consists of 3 groups with 3 sources and 1¥egse
each. This case is designed to explore the behavior of thegou
protocol in the presence of multiple, larger groups. Thetivast
sources start sending data and the multicast receivera gioup at
uniformly randomly generated times between 0 and 180 second

3.3.

We evaluated the performance of ADMR and compared it to that o
ODMRP using the following metrics:

Performance Metrics

e Packet delivery ratio The fraction of multicast data packets
originated by the application layer on a multicast soure th
are received by the application layer of the multicast remrsi
For example, in a multicast group with 1 sender and 2 recgiver
each multicast data packet originated should be receiveidhh t
of 2 times across the 2 receivers; if 100 data packets wege ori
inated, 150 total received packets represents a packsedeli
ratio of 0.75.

e Normalized packet overhead he total number of all data and
control packets transmitted by any node in the network €eith
originated or forwarded), divided by the total number ofizita
packets received across all multicast receivers. Thisiorefp-
resents the total packet overhead normalized by the sudatess
results obtained in terms of data packets delivered.

e Forwarding efficiency The average number of times each orig-

€ ) . i
{’nechanlsm serves two goals: to set up multicast forwardiaig s

We use the On-Demand Multicast Routing Protocol (ODMRP) as a
point of comparison for ADMR because it has been demonstrate
to perform well and is well documented by its designers [19, th
addition, our multicast forwarding tree flooding operatigsilarly

to the forwarding group flooding in ODMRP, allowing us to leett
compare the other aspects and overall behavior of the twoqwls.

ODMRP operates by periodically flooding the network with a

control packet to re-create the multicast forwarding stafehis

when a source first starts sending multicast data, and teeetrmm
partitions and breaks in the forwarding tree as a result démove-
ment or a change in propagation conditions. The main tréfie-o
the protocol design is between overhead and the latenclytresi
breakage is repaired. Frequent network floods reduce tedgato
tree breakage discovery and increase the packet delivéoylnat
create a significant amount of packet overhead. Reducinfrehe
quency of the floods reduces the overhead but increaseséneya
to tree breakage discovery and decreases the packet geaktir.

In particular, while a multicast source using ODMRP is agtiv
the source periodically floods the network with@N QUERY con-
trol packet. This packet is forwarded by every node in thevoek.

In addition, nodes remember the address of the previous bde n
from which they received theiN QUERY, so that when receivers for
the group respond by sending@nN RepLY packet, this packet can
be forwarded along the path that th@N QUERY took to reach the
receiver. Each node that forwards tteNJREPLY sets agroup for-
warding flagfor the group indicated in the header of the packet. Each
JoIN QUERY flood entirely re-creates the forwarding state for the
group (reinitializes which nodes will be forwarders for t@up),

but this forwarding state expires after a multiple of thesinal be-
tween successivediN QUERY floods.

When a node receives a packet for a multicast group for which i
has a set forwarding flag, the node forwards the packet ifribts
a duplicate. The individual unique identifiers of recentipwfarded
multicast packets are kept by each node for duplicate deteit
the flooding process.

These procedures allow for redundant forwarding to eaaiver
increasing the packet delivery ratio of the protocol: if ket is
dropped on one path as a result of collision or a link breag, th
receiver can receive it along another path. The benefitsifréh
dundancy come at the cost of additional overhead and additio
load on the network. A packet sent by one source is forwarged b
all nodes that have their forwarding flags for the group sktwing
packets to traverse paths that may even lead “away” fromehe r
ceivers and only towards the other sources. The more sothess
are per group, the more redundancy and overhead is gendnated
each packet sent by any of the multicast sources.

Redundancy in ODMRP forwarding is also created by the fact
that the lifetime of each forwarding flag setting is equal toualti-
ple of the periodic diN QUERY flooding interval. For example, in
the published simulation results for ODMRP, the forwardgtate
lifetime is 3 times the JIN QUERY flood interval, allowing some of
the DIN QUERY packets to be lost without losing forwarding state.

inated multicast data packet was transmitted by the routing However, in the worst case, there may be three sets of fomgrd

protocol.
multicast forwarding within the routing protocol.

e Delivery latency The average time from when a multicast data
packet is originated by a source until it is successfullyesd
by a multicast receiver, counting each receiver indiviual

This metric represents the efficiency of the basic

nodes for the traffic of each multicast source at any one fintiee
network is highly mobile or theGIN QUERY floods take different
paths through the network. This redundancy again increthees
packet delivery ratio of the protocol but also increasestlehead
for each data packet and the overall load on the network.



3.5. ADMR and ODMRP Simulation Parameters

In our simulations of ADMR, we used 30 seconds for the pedodi
data flood interval, 1.2 for the multiplicative factor fortlaverage
inter-packet time in the absence of data, and 2 missing pate
trigger disconnection detection.

To compare different aspects of ADMR’s performance to ttiat o
ODMRP, we evaluated three different variations on the ODMRP
parameters. The “ODMRP-baseline” variation represent8/@b
using the parameter values chosen by ODMRP’s designeriin th
published simulations of the protocol: 3 seconds for tha QUERY
flooding interval, and a forwarding state lifetime of 3 tintbis in-
terval (a total of 9 seconds). The “ODMRP-3-1.1" and “ODMRP-
1.1” variations both reduce the forwarding state lifetimé tl times
the DIN QUERY flooding interval (rather than 3 times this inter-
val); this change attempts to evaluate the effect of the dodimg
redundancy present in the way that ODMRP rebuilds the fawar
ing state before the lifetime of the existing state has exhpirThe
“ODMRP-4-1.1" variation also lengthen thi®ik QUERY flooding
interval from 3 seconds up to 4 seconds, allowing us to etalie
effect of the frequent complete rebuilding of the forwargdstate in
ODMRP.

4. Simulation Results

For each set of simulations of ADMR and the three variants of
ODMRP to which we compared it, we studied 7 different pause
times, 2 different maximum node movement speeds, and 4eiffe
combinations of number of multicast groups, sources, arglvers.
Each point in our performance graphs represents the avefade
simulation runs for that combination of parameters and @ies
Figure 9 shows the packet delivery ratio of ADMR and ODMRP-
baseline as a function of pause time in the 1-source, 15verse
scenarios. The y-axis scale in this graph and other graghssipa-
per for packet delivery ratio ranges from 0.8 to 1.0 to bedtemw the
detail in the performance curves plotted. Both ADMR and OOMR
deliver over 98% of the originated multicast data packetenen
highly mobile networks (small pause times). ODMRP-basetia-
livers about 1% more packets on average than ADMR. Howewer, t
achieve this packet delivery ratio, ODMRP expends closevicet
as much overhead as ADMR (Figure 10). In addition to fredyent
flooding the network and rebuilding its forwarding tree, ORI
owes a large fraction of its overhead to redundant data pdcke
warding (Figure 11); whereas ADMR forwards each data packet
roughly 10 times on average in these scenarios, ODMRP faiwar
each packet roughly 17 times.

certain nodes that were part of the tree before the tree adgeak
However, nodes that forward for a source in ADMR expire their
forwarding state adaptively when there are no receiversidowam
that are interested in receiving the multicast packetsutjinchem,

as described in Section 2.9.

ODMRP-3-1.1 and ODMRP-4-1.1 incur a much lower overhead
than ODMRP-baseline (Figures 10 and 11). However the packet
delivery ratio of the protocol suffers dramatically undeese pa-
rameterizations, especially in highly mobile networkoatér pause
times (Figure 9). Since ODMRP does not explicitly react ki
breaks but instead relies on redundant state and fixed jedod-
trol floods to maintain multicast connectivity, it is not alib keep
up with the link breaks introduced at high levels of mobilitin
addition, ODMRP-3-1.1 and ODMRP-4-1.1 produce a higher de-
livery latency than ODMRP-baseline. This increase is du@ to
corresponding increase in the average path length (nunfilbeps)
used to deliver multicast data packets in the ODMRP-3-1d an
ODMRP-4-1.1 cases (data not presented here to conserve)spac
Since ODMRP-3-1.1 and ODMRP-4-1.1 create less redundant fo
warding nodes, packets are more constrained to follow adani
set of paths, whereas in ODMRP-baseline, the greater resend
allows the data packet flooding among the forwarding nodesito
tomatically produce more direct paths by finding the shopash
through the nodes involved in the flood.

The performance results are similar in the other two 1-sourc
scenarios (5 and 30 receivers). The difference in the 36\rec
from the 15-receiver results is that when a larger fractibrthe
nodes are receivers, a larger fraction of the nodes haveafdimg
state, and the density of nodes with forwarding state isdrighhis
creates a natural redundancy which both protocols expioitugh
the flood forwarding of the multicast data packets within fiie
warding nodes. Also, since a larger number of forwardingesod
are required to connect the larger number of receivers, time-n
ber of other nodes that can redundantly become forwardicigsio
in ODMRP is reduced. Furthermore, since the packet overhead
is presented normalized to the number of receivers (the ruib
total received packets), these cases with more receiversrajty
show lower overhead. The opposite holds in the 5-receivee:ca
ODMRP incurs four times the overhead of ADMR, and delivers a
similar fraction of the data packets, except in the ODMRE-B-
and ODMRP-4-1.1 parameterizations, whose packet delragiy
drops even more at high mobility rates than in the 15-receige-
narios.

In terms of packet delivery ratio, at a maximum node movement

As described in Section 3.4, ODMRP creates forwarding state SPeed of 1 m/s rather than 20 m/s, ADMR and all three variants o

within nodes in the network, that is not expired when it is ologer
needed but instead expires after a fixed timeout. This timiou
set to a multiple of the periodicoiN QUERY flood interval in order
to ensure that loss of the flood packets will not cause digmph
the delivery of multicast data. However, this mechanisnudem
the creation of redundant state in the network, since newesothy
become forwarders for a group, while forwarders createdndur
a previous periodic flood still have a set forwarding flag areym
overhear packets for that group. While the redundancy tBeMIRP
creates increases its resilience to losses, it significantteases the
load on the network and the battery consumption of the notti
network. As a result of the high load, overall network parfance
degrades, and packet latency goes up slightly (Figure 1IDMR
also creates redundant state in the network when, as a wafsult
tree breakage and repair, the forwarding tree no longeuded

ODMRP deliver almost all of the originated multicast datakes.
ODMRP-3-1.1 and ODMRP-4-1.1 perform better than they did at
20 m/s because the mobility in these scenarios is much lomgr a
the need for redundant forwarding nodes is less. Overatheasl

in these lower mobility scenarios also is less than in thexasgth
speeds of 20 m/s. In ADMR’s case, this decrease is due to the
fact that there are fewer tree breakages. In ODMRP’s cage, th
is due to the creation of less redundant state, since thacasilt
forwarding tree is mostly the same between periodic rebuifdhe
tree.

Figures 13 through 16 show the results for the higher load cas
of 3 groups, with 3 sources and 10 receivers each. Sincesn thi
scenario, there is more than 1 source per group, forwaraidgsin
ODMRP for one source also forward packets on behalf of akioth
sources, creating additional redundancy and additioreh®mad. In
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particular, packets may be forwarded not only towards theivers 5. Related Work
but also towards other sources in the group.

In these scenarios, the load on the network is significanglydr A humber of protocols have been proposed for multicast mguita
than in the previous cases discussed. As a result, the paelketry wireless ad hoc networks. Some are based on on-demand mech-
ratio for all protocols decreases to an average of 96%. ODMRPanisms [19, 22, 14, 24,13, 12, 9], driven by data that needzeto
performs slightly better than ADMR in these scenarios dutheo  delivered, whereas others rely on proactive (periodic)aatsms
extra redundancy it creates in the network (Figures 14 and 15 tooperate[4, 25, 2, 8, 23]. Our protocol falls in the formategory
However, ODMRP causes 4 times the number of transmissians peand we therefore limit our discussion in this section to emdnd
packet than ADMR. In addition to maintaining its low overtiea multicast protocols. We omit here discussion of ODMRP her# a

ADMR maintains a similar level of latency as it did in the lusge ~ Was discussed in detail in Sections 3.4 and 4.

scenarios (Figure 16 and 12). In the MAODV protocol [22], a “group leader” for each multita

ODMRP-3-1.1 and ODMRP-4-1.1 incur a much lower overhead, group periodically floods a Group Hello control messageutghmut
as expected. Their throughput does not drop as significastly the ad hoc network. Multicast sources and receivers repthito
did in the 1-source scenarios at high levels of mobility, beer, message, and these replies enable group forwarding statieeon
as there is still a lot of redundant forwarding that comptaséor paths to the source. The resulting tree is rooted at the Jemger.
losses (Figure 15). This tree is similar to the tree built by ODMRP in that pacleaist by

ODMRP performs well when a large percentage of the nodes ina source travel not only toward receivers for the group laat ward
the network are receivers. ADMR also performs well in thisega  sources for the group. Unlike ODMRP, where only an activec®u
though it achieves a more marked performance improvemeetwh floods control packets to rebuild the tree, in MAODV both rioalst
the receiver membership in the network is sparse. It is lefidd a receivers and sources can become group leaders, and thitscastu
parameterization of ODMRP that is able to deliver a largetfom of receiver may periodically flood the network even though ¢teme
the data packets, yet has as small an overhead as ADMR. ODMRMo senders for the group. In addition, MAODV requires peadod
is also very sensitive to mobility, especially if only a shfedction neighbor sensing for link breakage detection. This neigbbaosing
of the nodes in the network participate in forwarding its kes. uses Hello messages which are periodically broadcastlyobgl
ADMR’s adaptive behavior allows it to scale its overhead esded each node in the network, if the node has not sent anothedtaist
and to deliver its data efficiently and at a low latency. packet within the periodic interval.
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The LAM [13] protocol operates only in conjunction with
TORA [5], an on-demand protocol for unicast routing in ad hoc
networks. LAM’s design is inspired by the Core Based Treesgpr
col [1]. Each group in LAM has aoreassociated with it. Receivers
join a multicast group by establishing a route to the coreenfod
the group they wish to join. Each source also establishesta to
the core and unicasts all of its packets to the core, which fbe
wards them to the multicast receivers. Core election alyms are
not discussed in LAM’s specification. Detection and repéilirk
breaks is performed by TORA as part of its normal unicastatper.
TORA, and as aresult LAM, relies on the following assumpditor
correct operation: that a lower-layer protocol ensuresdheh node
has complete neighbor information; that all transmitteckpts are
received correctly and in order of transmission; and theh eede
is able to “broadcast” to all of its neighbors.

ABAM [24] is an on-demand protocol based on associativity.
Associativity refers both to the stability of a link betweémo
node and to the stability of a path which consists of multlplks.
Stability information is acquired by each node through beacand
can incorporate factors like signal strength and battéey When
a multicast source first becomes active, it floods a controketa
in the network. This packet collects information on the “paral,
connection, and power stability” of each node that forwatrdshe
receivers wait until they receive some predefined numbeopies
of the flooded control packet and send a response back toteds
source along the path that has the “best” associativity. MBAacts
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to tree breakage by first attempting a local repair, and if fiits,
a global repair initiated by the receivers. Tree breakagketscted
through periodic neighbor sensing similar to MAODV.

The DDM [14] multicast routing protocol logically encodel$ a
multicast receivers in each data packet. It relies on theasmifor-
warding information at each node along the path to eachwecei
to know the correct next hop towards that receiver. DDM is not
a general-purpose multicast routing protocol because atlér-
encoded destination mechanism can only handle groups @étdm
size, and because it relies on the unicast routing protaralf of
its routing information.

The Simple Broadcast and Multicast Protocol [12] is based on
the DSR [15, 16, 17] protocol. It does not incur any overhehdmw
there is no data to be delivered to the multicast group. Wista d
needs to be delivered, each data packet is flooded. The ptotoc
is suitable for small networks or for networks charactatiby a
high level of mobility that makes the creation and mainteeaof
forwarding state hard or impossible to do.

ZRP [9] is a unicast routing protocol that can be used also to
support multicast. However, few details of its multicasexgiion
have been described.

6. Conclusion

In this paper, we have introduced the Adaptive Demand-Drive
Multicast Routing protocol (ADMR) for multicast routing imire-
less ad hoc networks. Previous efforts to design a generpbpe



on-demand multicast routing protocol for ad hoc networksehati-

lized periodic (non-on-demand) mechanisms to enable sare c

routing functionality. ADMR uses no periodic network-witleods
of control packets, periodic neighbor sensing, or perioaliting ta-
ble exchanges, and requires no core. The protocol adapehigsior
based on application sending pattern, allowing efficietectén of

link breaks and expiration of routing state that is no longeeded.

ADMR handles bursty sources by sending limited keep-alives

period, to distinguish disconnections from lack of datahére are

no receivers in the network, sources only flood existing data-

frequent intervals (to heal partitions) and do not transttier data

or control packets. Furthermore, this is optional funcidy and

does not affect the main routing mechanisms used by theqmioto

We have presented an initial performance evaluation of ADMR
and compared it to ODMRP, which has been shown to perform
well and is perhaps the previously best-studied on-demauiti-m

El

[10]

(11]

[12]

cast protocol for ad hoc networks. ADMR delivers within 1% of [13]

the multicast data packets at approximately half to a quaftéhe

overhead generated by ODMRP. As a result of the lower load tha

ADMR imposes on the network, packet latency is up to 1.6 times [14]

lower than with ODMRP. ADMR’s overhead scales gracefullyhwi
group size and with increased mobility. In addition, ADMRhca
detect when mobility in the network is too high to allow timel

multicast state setup, without requiring GPS or other pmsitg
information or additional control traffic; when such high loilay is

detected, an ADMR source can switch to flooding for some peafo

time, after which it may attempt to operate efficiently withlticast
again in case the mobility in the network has decreased.
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