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Abstract
Neural enhancement through super-resolution (SR) deep neural net-
works (DNNs) opens up new possibilities for ultra-high-definition
(UHD) live streaming. Yet, the heavy SR DNN inference overhead
leads to severe deployment challenges. To reduce the overhead,
existing systems propose to apply DNN-based SR only on carefully
selected anchor frames while upscaling non-anchor frames via
the lightweight reusing-based SR approach. However, frame-level
scheduling is coarse-grained and fails to deliver optimal efficiency.
In this work, we propose Palantír, the first neural-enhanced UHD
live streaming system with fine-grained patch-level scheduling.

At the core of Palantír is its SR video quality estimation strategy
which guides the low-delay selection of the most beneficial an-
chor patches. Although existing systems propose estimation strate-
gies for anchor frame selection, these strategies heavily rely on
empirical insights that cannot be transferred to our context, mak-
ing fine-grained scheduling a challenging problem that requires a
fundamentally new solution. Facing the challenge, we follow the
first-principles approach and derive a directed acyclic graph (DAG)
model to address the problem. The model can also be generalized
to various settings due to its first-principles nature. Compared
to the state-of-the-art real-time frame-level scheduling strategy
for live streaming, Palantír reduces the anchor size by 80.1% at
most and 38.4% on average without compromising the quality gain.
Furthermore, Palantír incurs a scheduling latency accounting for
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only 0.6-3.9% of the end-to-end latency requirement for UHD live
streaming.

CCS Concepts
• Information systems→Multimedia streaming; • Comput-
ing methodologies → Computer vision.

Keywords
Video streaming, super-resolution, video codec

ACM Reference Format:
Xinqi Jin, Zhui Zhu, Xikai Sun, Fan Dang, Jiangchuan Liu, Jingao Xu, Kebin
Liu, Xinlei Chen, and Yunhao Liu. 2025. Palantír: Towards Efficient Super
Resolution for Ultra-high-definition Live Streaming. In ACM Multimedia
Systems Conference 2025 (MMSys ’25), March 31-April 4, 2025, Stellenbosch,
South Africa. ACM, New York, NY, USA, 12 pages. https://doi.org/10.1145/
3712676.3714434

1 Introduction
UHD videos such as 4K and 8K videos are expected to form a huge
market worth more than $1 trillion in the following few years [17].
More and more UHD live-streaming applications [14, 16, 24, 25]
are deployed to revolutionize many aspects of our society. How-
ever, the bitrates of 4K videos (as large as 45Mbps [20]) can be
significantly larger than the worldwide average uplink bandwidth
of mobile broadband networks (about 11Mbps [36]), which poses
great deployment challenges. Although the latest codecs such as
AV1 and VVC can provide a lower bitrate, they can be rather
computation-intensive and typically require specific hardware en-
coders to achieve real-time UHD encoding [38], which are still un-
available on many commercial devices [23]. Using fixed broadband
networks for the uplink is an alternative solution, but it inevitably
affects mobility and prohibits many mobile applications [10–13, 37].

Recently, neural enhancement has been proposed [8, 46, 48]
and deployed [15, 27, 34, 50] to improve video streaming. It can
potentially boost the broad deployment of UHD live streaming by
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allowing the streaming source to stream only a low-bitrate low-
resolution (LR) video over the bandwidth-limited uplink and using
a super-resolution (SR) deep neural network (DNN) to upscale
the LR stream to its SR counterpart later. However, as detailed in
Sec. 2.1, SR DNN inference incurs heavy computation overhead and
deployment challenges. Therefore, many research efforts have been
aimed at optimizing the overhead. NEMO [46] and NeuroScaler [48]
achieve this by categorizing frames into anchor frames and non-
anchor frames: only anchor frames undergo computation-intensive
DNN-based SR, while non-anchor frames are reconstructed via
reusing the SR results of reference frames. Scheduling has been
a central aspect of designing such systems - the most beneficial
anchor frames must be carefully selected to deliver a large quality
gain with a low inference overhead. Nevertheless, these systems are
inherently sub-optimal due to their coarse scheduling granularity.
A beneficial anchor frame may contain some existing objects that
can be well reconstructed by reusing-based SR, and vice versa.

In this paper, we propose Palantír, the first patch-level neural-
enhanced UHD live streaming system that selects the appropri-
ate type — anchor or non-anchor — for each patch (part of a single
frame). Palantír aims to meet two design goals. The first is to accu-
rately pinpoint the most beneficial anchor patches so that a smaller
overhead can be achieved without sacrificing the quality gains. The
second is to minimize the scheduling latency to better support many
latency-sensitive live streaming applications [1, 16, 28, 41, 44].

Limitations of existing methods (Sec. 3). A natural idea of
fulfilling fine-grained scheduling is to adapt existing frame-level
solutions. However, as shown in Sec. 3, existing frame-level so-
lutions all lack a deep understanding of how DNN-based and
reusing-based SR affect the SR quality. Their success in frame-
level scheduling heavily relies on empirical insights that either
require non-realtime operations or only make sense in the limited
context of frame-level scheduling. Therefore, an entirely different
scheduling method is required to meet our two design goals.

Palantír: a paradigm shift. (Sec. 5). Instead of using trial and
error to seek another insight suitable for the fine-grained context,
which may again face the problem of limited generalizability in
other contexts, we adopt a first-principles approach. A first-
principles approach involves breaking down complex problems
into their most fundamental elements and building solutions from
the ground up, rather than relying on empirical insights. In our
case, we systematically analyze the SR process of every basic coding
block to understand how coding types and anchor configurations
affect the SR error (which is inversely related to the quality gains of
SR). We then naturally conclude from our pioneering analysis that
the process can be simulated accurately and quickly through a DAG
structure at the patch-level granularity. This analytical model allows
us to efficiently and accurately estimate the SR error for any given
anchor patch set and lays a rigorous foundation for the design of
Palantír towards the two aforementioned goals. As a final note, the
first-principles DAG structure essentially reflects the inter-
frame coding strategy, which is at the core of all mainstream
codecs, and thus shows unprecedented generalizability to
various codecs, coding settings, and video types.

In addition to the paradigm shift, Palantír further incorporates
two novel techniques to tackle some specific challenges and ulti-
mately meet the two design goals (Sec. 6). First, strictly following

our analytical framework to construct the DAG requires informa-
tion from the high-resolution (HR) video. We expect the scheduling
algorithm of Palantír to be executed at the media server for easy
deployment, yet the media server often does not have access to the
HR video. We overcome this challenge by approximating missing
HR information with the available LR data. Second, we find that a
naive implementation of DAG-based estimation still fails the sec-
ond goal. Alternatively, we utilize a universal characteristic of all
mainstream codecs to introduce two parallelism mechanisms in
the DAG-based computation process, which reduce the latency by
hundreds of times without changing the anchor selection results.

Results. We conduct extensive evaluations to demonstrate that
Palantír meets the two design goals. When compared to the naive
method of applying DNN-based SR on all the frames, Palantír can
reduce the SR DNN inference overhead by 20 times (or 60
times) while preserving 54.0-82.6% (or 32.8-64.0%) of the qual-
ity gain. When compared to the state-of-the-art real-time frame-
level scheduling strategy, Palantír can reduce the SR DNN infer-
ence overhead by 80.1% at most (and 38.4% on average) with-
out sacrificing the video quality. Palantír incurs a negligible
scheduling latency accounting for only 0.6-3.9% of the end-to-end
latency requirement.

The rest of the paper is structured as follows. Sec. 2 reviews
preliminary knowledge. We detail the core limitations of existing
methods in Sec. 3. A high-level overview of Palantír is outlined in
Sec. 4. We introduce our first-principles approach in Sec. 5. The
two practical techniques used to build Palantír are presented in
Sec. 6. We evaluate Palantír in Sec. 7. The paper is concluded in
Sec. 8. Discussions on future work, related work, and some technical
details can be found in the Appendix.

2 Background
2.1 Primer on SR Streaming
Currently, there are two common deployment models for SR en-
hancement. One is to execute the SR DNN inference on the mobile
streaming clients [15, 27, 34, 50], and the other is to execute the
SR DNN on a cloud server to benefit many audiences for the same
video [48]. Yet, SR DNNs are of high computation complexity and
lead to severe deployment challenges in both deployment models.
In the first model, the battery life of mobile clients can be easily
drained. Consequently, Microsoft Edge VSR disables its SR feature
when the device is not being charged [34]. As for the second model,
the heavy inference overhead appears in the form of the high mon-
etary cost of using cloud servers (estimated to be at least $1.690 per
hour per 4K stream [48]). Lowering the overhead is essential to a
broader application of SR enhancement.

2.2 Reusing-based SR
To enable low-cost SR enhancement, researchers have built the
NEMO [46] system, where an SR-enhanced decoder is adopted to
reduce the cost by using video temporal redundancy. In the SR
decoder, video frames are categorically divided: anchor frames are
upscaled via DNN-based SR, while non-anchor frames are quickly
upscaled via reusing-based SR. To appreciate the intricacies of
reusing, a basic understanding of video codecs is essential. Video
coding predominantly encodes a block through inter-coding; it
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Figure 1: Video decoding pipeline.

Figure 2: SR-integrated decoder overview.

identifies a similar reference block from a prior frame and only
stores the subtle residual between the two blocks. A reference index
is retained in the coded video to identify the frame containing the
reference block or the reference frame, while a motion vector is
stored to represent the potential spatial offset between the current
and reference blocks. To decode an inter-coded block 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
(i.e., ➎

in Fig. 1), the decoder first parses the reference index to determine
its reference frame (➊) and then parses the motion vector (➋) to
determine its reference block 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒 𝑓 (➌). The residual 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒𝑠

(➍) is added to 𝑏𝑖
𝑖𝑛𝑡𝑒𝑟

.𝑟𝑒 𝑓 to obtain 𝑏𝑖
𝑖𝑛𝑡𝑒𝑟

, i.e.,

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 = 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 + 𝑏
𝑖
𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠 . (1)

An alternative to inter-coding is intra-coding, which, while similar,
encodes an intra-coded block 𝑏𝑖

𝑖𝑛𝑡𝑟𝑎
by storing the intra-frame

residual. We refer the readers to the technical specifications [21]
for further details. Note that patches are not the same as encoding
blocks in this paper: patches are scheduling units while blocks are
encoding units.

The SR decoder in NEMO [46] is developed based on the open-
source Google libvpx VP9 decoder [4]. As shown in Fig. 2, the SR
decoder first decodes a frame into its LR version by referring to
decoded frames in the LR buffer (➊) and can insert it into the LR
buffer for future frames (➋), just as a standard decoder. Along with
the LR video, a cache profile is also downloaded, each bit of which
indicates whether a frame is an anchor or non-anchor. If the current
frame is an anchor, the LR version will be fed into the SR DNN
to obtain the SR version (➌), which may be inserted into the SR
buffer for future reuse (➍). Otherwise, the SR version is obtained via
reusing-based SR (➎). The reusing-based SR uses a process similar
to that in Fig. 1 to decode every inter-coded block 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
to its SR

version, except that the motion vector is scaled (e.g., by 4 times,
when the LR and SR frames are 240p and 960p, respectively), the

residual is upscaled by bilinear interpolation tomatch the resolution
of the SR block (𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
.𝑆𝑅), and the same reference index is used to

fetch cached frames from the SR buffer rather than the LR buffer.
We can formulate the process as

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑆𝑅 = 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝑆𝑅 + 𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠, 𝑠𝑐𝑎𝑙𝑒), (2)

where 𝑠𝑐𝑎𝑙𝑒 is the SR ratio and 𝑖𝑛𝑡𝑒𝑟𝑝 is the bilinear interpolation
operation. We also rewrite Eq. (1) as

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝐿𝑅 = 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝐿𝑅 + 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠 (3)

to distinguish between the LR and SR versions of the same block
in the SR decoder. As for any intra-coded block 𝑏𝑖

𝑖𝑛𝑡𝑟𝑎
in the non-

anchor frame, it is upscaled by applying bilinear interpolation on
its decoded LR version, i.e.,

𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑆𝑅 = 𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐿𝑅, 𝑠𝑐𝑎𝑙𝑒) . (4)

After upscaling every block to their SR versions, the SR version
of the non-anchor frame may be inserted into the SR buffer for
future reuse (➏). More details are available in [46]. Based on the
open-source SR decoder in NEMO, we develop a fine-grained SR
decoder, where a larger cache profile indicates the type (i.e., anchor
or non-anchor) of every patch, and, based on their types, patches
are upscaled via either DNN-based or reusing-based SR.

3 Limitations of existing solutions
As shown in the equation (2) and (4), reusing-based SR involves
only lightweight operations such as bilinear interpolation of resid-
uals rather than heavy inference of DNNs. Despite its advantage in
computation costs, bilinear interpolation may not reconstruct miss-
ing details in the LR video well, so reusing-based SR may lead to
suboptimal SR qualities when compared to DNN-based SR. To trade
off the SR quality and the computation overhead, existing systems
like NEMO and NeuroScaler carefully select the most beneficial
anchor frames. To limit the scheduling complexity, both NEMO and
NeuroScaler perform independent scheduling for every LR video
segment whose time duration equals the pre-defined scheduling in-
terval. Furthermore, NEMO and NeuroScaler approximate the video
qualities with estimation values to avoid the heavy measurement
of video qualities and accelerate scheduling.

Palantír also bases its scheduling on quality estimations and
performs independent scheduling for every LR video segment. And
the design goals of Palantír are two-fold: (1) selecting the most
beneficial anchor patches to further improve the quality gain with-
out increasing the total size of all anchors; and (2) low-latency
selection to support UHD live streaming. A natural way to de-
sign Palantír is to adapt existing quality estimation techniques in
NEMO and NeuroScaler to the patch-level granularity. However,
as revealed later in this section, existing SR quality estimation
strategies lack a thorough understanding of how DNN-based
and reusing-based SR affect the quality of the resulting SR
video. Alternatively, they both heavily rely on empirical in-
sights that either incur time-consuming operations or are
only valid at the frame-level granularity. Consequently, we
can’t simply extend existing solutions to meet the two design goals.

Observation #1: The insight in NEMO inevitably requires a
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heavy initial measurement phase and thus violates the sec-
ond design goal.

The core insight in NEMO is that the quality gain of a frame
is mostly determined by the most relevant anchor frame, making
it reasonable to estimate the quality under a given anchor frame
set by combining the actual quality measurements under relevant
anchor frame sets. Specifically, NEMO first measures 𝐹𝑄

(
𝑖

���|𝑓 |) , the
quality of every frame 𝑖 under every single anchor frame set |𝑓 |.
Then, NEMO estimates the quality under any anchor frame set 𝐴𝐹
as 𝐹𝑄

(
𝑖

���𝐴𝐹 ) ≈ 𝑚𝑎𝑥 𝑓 ∈𝐴𝐹 𝐹𝑄
(
𝑖

���|𝑓 |) . Capitalized on the heuristics,
NEMO requires a heavy measurement phase in nature and incurs
a dramatically high latency not suitable for live streaming. The
scheme can be easily extended to the patch-level granularity by
firstly conducting measurements for all single anchor patch sets,
but the latency of initial measurements can be further increased.

Observation #2: The linked listmodel inNeuroScaler is highly
inaccurate and the type-based prioritization contributes the
most to the success of NeuroScaler. Yet, the type-based pri-
oritization in NeuroScaler is only valid at the frame-level
granularity, while its patch-level counterpart is invalid and
cannot lead us toward the first design goal.

The method in NeuroScaler [48] can support real-time sched-
uling with its simplified modeling of the problem. It models the
super-resolution error propagation process as a linked list, where
each node corresponds to a frame and each pair of temporally
consecutive frames is linked. The SR error of an anchor frame is
assumed to be 0, while the error of a non-anchor frame equals
that of its preceding frame node plus the residual between the two
frames. The quality is estimated as the inverse of the sum of the
errors over all frame nodes. In addition to the linked list model,
NeuroScaler further incorporates the insight that some types of
frames (i.e., keyframes and alternative reference frames in the VP9
codec [21]) may have a high degree of reference (i.e., be directly
referred to by many subsequent frames) and thus lead to a large
quality gain when determined as anchors. Therefore, NeuroScaler
proposes to prioritize these types of frames as anchor frames.

To summarize, two core parts of NeuroScaler are linked list-
based modeling and frame type-based prioritization. We quantify
the importance of the two parts by comparing NeuroScaler with two
variants. The first variant only uses frame type-based prioritization,
while the second variant only uses linked list-based modeling. A
detailed description of the two variants is available in Appendix
§ A.1. For a comprehensive comparison, we also use the solution in
Palantír for frame-level scheduling by setting the patch size equal
to the frame size, although we will not go into details about the
solution in Palantír for now. The preliminary experiment is based
on the first benchmark video used in the evaluation part (Sec. 7). As
shown in Fig. 3, the second variant achieves the worst SR quality
(computed as the PSNR between the SR video and the original HR
video). Therefore, the linked list model is highly inaccurate, and
frame type-based prioritization is indispensable to NeuroScaler.

Considering the above result, it seems that adapting NeuroScaler
to fine-grained scheduling requires using the fine-grained counter-
part of type-based prioritization, i.e., the types of small encoding

Figure 3: The SR qualities
of NeuroScaler, two vari-
ants of NeuroScaler, and
frame-level Palantír.

Figure 4: The distribution
of degrees of reference for
different coding units.

units such as blocks could implicitly imply their degrees of refer-
ences and consequently their benefits as anchors.We validate such a
counterpart using the 480p version of the first benchmark video. We
separately measure the distribution of degrees of reference among
different types of frames and blocks (including prioritized frame
types, unprioritized normal frames, intra-coded blocks, and inter-
coded blocks). The degree of reference for a given frame (or block) is
quantitatively defined as 𝑛𝑢𝑚_𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒𝑠

𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
, where 𝑛𝑢𝑚_𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒𝑠

denotes the number of pixels that refer to the given frame (or block)
for inter coding and 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 denotes the number of pixels in the
given frame (or block). As shown in Fig. 4, the degrees of references
of keyframes and AltRefs are significantly greater than those of
normal frames, while the distribution range of degrees of references
for intra-coded blocks overlaps heavily with that for inter-coded
blocks. We further use the common language effect size (CLES) [33]
to quantify the results. The CLES is defined as the probability that a
value randomly sampled from one distribution will be greater than
that from another distribution. The CLES reaches 97.4% (close to
the best case of 100%) between prioritized frame types and normal
frames but is as low as 58.9% (close to the worst case of 50%) be-
tween different block types. Therefore, type-based prioritization is
only helpful in the limited context of frame-level scheduling but
hardly applies to patch-level scheduling.

4 Palantír Overview
Core methodology. As existing methods heavily rely on empir-
ical insights that either require heavy operations or make sense
in a limited context, we take an entirely new and first-principles
approach. Our approach involves decomposing the SR video quality
into the SR quality of every basic coding block and analyzing how
the SR error propagates and accumulates at every basic coding block.
Our first-principles reasoning suggests a DAG structure to repre-
sent the SR error propagation process. We discuss the approach
later in Sec. 5.
Practical techniques. We also introduce two practical techniques
so that we can construct the DAG by only using the LR video and
improve the scheduling latency. We discuss them in Sec. 6.
Workflow. The workflow of Palantír is shown in Fig. 5. The
streamer only uploads the LR video to the media server when it
detects a limited uplink bandwidth. The server generates an SR error
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Figure 5: Palantír overview.

Figure 6: An example of SR error propagation.

DAG for every LR video segment whose time duration equals the
pre-defined scheduling interval. The SR quality under any possible
anchor patch set can be quickly estimated using the DAG, and
beneficial anchor patches are greedily searched via DAG-based
quality estimation. A cache profile is created, every bit of which
indicates whether a patch in the LR segment is an anchor or not. In
the existence of a powerful cloud server [48], both the LR segment
and its corresponding cache profile are streamed to the server and
then processed by the SR decoder on the server. Or, alternatively,
the SR decoder can be executed in the streaming client.

5 First Principles Modeling
We take a first-principles approach to build Palantír. A first-principles
approach involves breaking down complex problems into their fun-
damental parts and building up the solution from there. In neural-
enhanced streaming, the anchor selection problem can be solved by
estimating the video qualities under different anchor sets. The over-
all SR video quality is the average of the patch qualities, and each
patch quality is fundamentally determined by the average quality
of its most basic components - the blocks. In Sec. 5.1, we will follow
this way of thinking to deduce our SR quality estimation strategy.
In Sec. 5.2, we introduce our DAG model, which derives naturally
from our analysis in Sec. 5.1 and allows us to fulfill lightweight yet
reliable SR quality estimation.

5.1 Analysis of SR Error
Wenow separately discuss the SR errors (which are inversely related
to the qualities) of non-anchor patches and anchor patches.
• Case #1: non-anchor patches.
Analysis #1.1: every non-anchor patch 𝑃 may consist of multiple
inter-coded blocks (𝑏1

𝑖𝑛𝑡𝑒𝑟
, ..., 𝑏𝑛1

𝑖𝑛𝑡𝑒𝑟
) and intra-coded blocks

(𝑏1
𝑖𝑛𝑡𝑟𝑎

, ..., 𝑏𝑛2
𝑖𝑛𝑡𝑟𝑎

). For analysis purposes, we split those blocks
spanning multiple patches into multiple sub-blocks, each within

a single patch. The SR error of 𝑃 is:

𝑃 .𝑒𝑟𝑟𝑜𝑟

=| |𝑃 .𝑆𝑅 − 𝑃 .𝐻𝑅 | |22 (5)

=

𝑛1∑︁
𝑖=1

| |𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑆𝑅 − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝐻𝑅 | |22 +
𝑛2∑︁
𝑖=1

| |𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑆𝑅 − 𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐻𝑅 | |22

=

𝑛1∑︁
𝑖=1

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑒𝑟𝑟𝑜𝑟 +
𝑛2∑︁
𝑖=1

𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑒𝑟𝑟𝑜𝑟 .

Example #1.1: as shown in Fig. 6, 𝑃1,1𝑛 .𝑒𝑟𝑟𝑜𝑟 equals the sum of
𝑏𝑖1
𝑖𝑛𝑡𝑒𝑟

. 𝑒𝑟𝑟𝑜𝑟 , 𝑏𝑖2
𝑖𝑛𝑡𝑟𝑎

.𝑒𝑟𝑟𝑜𝑟 , and the errors of many other blocks
within 𝑃

1,1
𝑛 (not marked due to the limited space).

Conclusion #1.1: the SR error of a non-anchor patch is the
sum of the SR errors of all inter-coded and intra-coded
blocks within the patch.

Analysis #1.2: According to the equation (2), we can further
write the SR error of an inter-coded block 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
as

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑒𝑟𝑟𝑜𝑟 (6)

=| |𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑆𝑅 − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝐻𝑅 | |22
=| |𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝑆𝑅 + 𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠, 𝑠𝑐𝑎𝑙𝑒) − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝐻𝑅 | |22
≈𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝑒𝑟𝑟𝑜𝑟 + 𝑏

𝑖
𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦.

where

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝑒𝑟𝑟𝑜𝑟 = | |𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝑆𝑅 − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝐻𝑅 | |22 (7)

and

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 (8)

=| |𝑖𝑛𝑡𝑒𝑟𝑝 (𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝐻𝑅 − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝐻𝑅, 𝑠𝑐𝑎𝑙𝑒−1), 𝑠𝑐𝑎𝑙𝑒)
− (𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝐻𝑅 − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝐻𝑅) | |22 .

A more detailed derivation of the equation (6)-(8) is in Appendix
§ A.2. Here, 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒𝑠 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 relates to the texture com-

plexity of the HR residual (i.e., 𝑏𝑖
𝑖𝑛𝑡𝑒𝑟

.𝐻𝑅−𝑏𝑖
𝑖𝑛𝑡𝑒𝑟

.𝑟𝑒 𝑓 .𝐻𝑅), since
an HR residual with more complex texture details will experience
a more significant deviation after the process of downscaling
and re-upsampling, i.e., 𝑖𝑛𝑡𝑒𝑟𝑝 (𝑖𝑛𝑡𝑒𝑟𝑝 (·, 𝑠𝑐𝑎𝑙𝑒−1), 𝑠𝑐𝑎𝑙𝑒).
Similarly, according to the equation (4), we have

𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑒𝑟𝑟𝑜𝑟 = 𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦, (9)

where

𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 (10)

=| |𝑖𝑛𝑡𝑒𝑟𝑝 (𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐻𝑅, 𝑠𝑐𝑎𝑙𝑒−1), 𝑠𝑐𝑎𝑙𝑒) − 𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐻𝑅 | |22
relates to the texture complexity of the HR content 𝑏𝑖

𝑖𝑛𝑡𝑟𝑎
.𝐻𝑅.

Example #1.2: for 𝑏𝑖1
𝑖𝑛𝑡𝑒𝑟

in the frame 𝐹𝑛 (see Fig. 6), its SR error
equals𝑏𝑖1

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒𝑠 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦+𝑏𝑖1

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒 𝑓 .𝑒𝑟𝑟𝑜𝑟 , where𝑏𝑖1

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒 𝑓

is its reference block in 𝐹𝑛−1, a reference frame of 𝐹𝑛 ; for 𝑏𝑖2𝑖𝑛𝑡𝑟𝑎 ,
its SR error equals 𝑏𝑖2

𝑖𝑛𝑡𝑟𝑎
.𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦.

Conclusion #1.2: the SR error of an inter-coded block de-
pends on both the texture complexity of its HR residual
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and the SR error of its reference block; while the SR error
of an intra-coded block depends on the texture complexity
of its HR content.

Analysis #1.3: combining the equation (5), (6), and (9), we have

𝑃 .𝑒𝑟𝑟𝑜𝑟 ≈ 𝑃 .𝑇𝐶 + 𝑃 .𝐴𝐸, (11)

where

𝑃 .𝑇𝐶 =

𝑛1∑︁
𝑖=1

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 (12)

+
𝑛2∑︁
𝑖=1

𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦

indicates the texture complexity of the HR content or the HR
residual, and

𝑃 .𝐴𝐸 =

𝑛1∑︁
𝑖=1

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝑒𝑟𝑟𝑜𝑟 (13)

is the accumulated error from depending blocks.
To reformulate (13) and simplify the modeling of patch-level SR
error propagation, we make the following assumption (further
discussed in Appendix § A.9):
Assumption #1.3: the per-pixel SR error within a patch is
uniform - every pixel in the same patch shares exactly the
same amount of error. Or, formally speaking, we assume
that

𝑝.𝑒𝑟𝑟𝑜𝑟 = | |𝑝.𝑆𝑅 − 𝑝.𝐻𝑅 | |22 =
𝑃 .𝑒𝑟𝑟𝑜𝑟

𝑝𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒
(14)

holds for every pixel 𝑝 in some patch 𝑃 .
Denoting the set of reference patches of 𝑃 as 𝑃1, ..., 𝑃𝑛3 and
according to the Assumption #1.3, we can reformulate the
equation (13) as

𝑃 .𝐴𝐸 =

𝑛1∑︁
𝑖=1

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝑒𝑟𝑟𝑜𝑟 (15)

=

𝑛1∑︁
𝑖=1

∑︁
𝑝∈𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒 𝑓

𝑝.𝑒𝑟𝑟𝑜𝑟

=

𝑛3∑︁
𝑖=1

𝑊 𝑖 · 𝑃𝑖 .𝑒𝑟𝑟𝑜𝑟,

where the weight coefficient𝑊 𝑖 indicates the ratio of the number
of referenced pixels in 𝑃𝑖 to the patch size.
Example #1.3: for convenience, we assume that 𝑏𝑖1

𝑖𝑛𝑡𝑒𝑟
is the

only inter-coded block in 𝑃
1,1
𝑛 (see Fig. 6). The weight between

𝑃
1,1
𝑛 and 𝑃1,1

𝑛−1 equals 0.105, as the size of the intersecting region
between 𝑏𝑖1

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒 𝑓 and 𝑃1,1

𝑛−1 is 0.105 of the patch size; similarly,
the weight between 𝑃

1,1
𝑛 and 𝑃

1,2
𝑛−1 equals 0.323. According to

the equation (11) and (15), 𝑃1,1𝑛 .𝑒𝑟𝑟𝑜𝑟 can be approximated as
𝑃
1,1
𝑛 .𝑇𝐶 + 0.105 · 𝑃1,1

𝑛−1 .𝑒𝑟𝑟𝑜𝑟 + 0.323 · 𝑃1,2
𝑛−1 .𝑒𝑟𝑟𝑜𝑟 .

From the equation (11), (12), and (15) we can make the final con-
clusion:

Conclusion #1.3: under the Assumption #1.3, the SR error
of a non-anchor patch equals the weighted sum of the SR
errors of its depending patches plus the texture complexi-
ties of its inter-coded HR residuals and its intra-coded HR
contents.

• Case #2: anchor patches. In many neural-enhanced live stream-
ing systems [30, 48], it is common to train or fine-tune the
SR DNNs based on the current video content. Furthermore, it
has been demonstrated to be feasible to share the same model
across similar videos to reduce the overhead of training or fine-
tuning [32]. Therefore, we make the following assumption (fur-
ther discussed in Appendix § A.9):
Assumption #2: the SR errors of anchor patches are 0.

5.2 DAG Modeling
A patch 𝑃 may depend on another patch 𝑃𝑖 for inter-coding only if
the frame containing 𝑃𝑖 is a reference frame of that containing 𝑃 .
Since the frame-level reference relationship is directed and acyclic,
the patch-level dependency is also directed and acyclic. Therefore,
we propose to use a directed acyclic graph (DAG) to represent the
dependency, where every node corresponds to a patch and every
edge indicates an inter-coding dependency.

A static weight attribute is associated with every edge to reflect
the inter-node coding dependency level (i.e., the ratio of pixels in the
destination patch node that refer to the source patch node for cod-
ing), corresponding to𝑊 𝑖 in the equation (15). Three attributes are
associated with each node 𝑃 : the static P.TC attribute, representing
the texture complexity defined in the equation (12); the P.is_anchor
attribute, indicating whether the patch node is an anchor or non-
anchor under a given anchor patch set; and the P.error attribute,
representing the SR error. When P.is_anchor equals 1, P.error equals
0 (according to the Assumption #2); otherwise, P.error equals the
weighted sum of the 𝑒𝑟𝑟𝑜𝑟 attributes of the predecessor nodes plus
𝑃 .𝑇𝐶 (according to the Conclusion #1.3).
Formulation of thefirst design goal. As introduced in Sec. 4, the
first design goal is to pinpoint the anchor patches that can result in
a high-quality SR video. With our DAG-based modeling, the quality
can be estimated as a proxy variable −∑

𝑃 𝑃 .𝑒𝑟𝑟𝑜𝑟 . Furthermore,
the inference overhead is affected by the number of anchor patches
(i.e.,

∑
𝑃 𝑃 .𝑖𝑠_𝑎𝑛𝑐ℎ𝑜𝑟 ). The first goal can then be reformulated as

determining the optimal value of 𝑃 .𝑖𝑠_𝑎𝑛𝑐ℎ𝑜𝑟 for each node 𝑃 in
order to maximize −∑

𝑃 𝑃 .𝑒𝑟𝑟𝑜𝑟 , while ensuring that the value of∑
𝑃 𝑃 .𝑖𝑠_𝑎𝑛𝑐ℎ𝑜𝑟 does not surpass some limit.

Comparison with the linked list model in NeuroScaler. We
demonstrate before in Sec. 3 that our DAG model outperforms the
linked list model even in the case of frame-level scheduling (by
setting the DAG node size equal to the frame size). Here we give
a brief discussion on the architectural improvements of the DAG
model over the linked list model from two perspectives, and a more
detailed discussion can be found in Appendix §A.3. First, the DAG
model enables more accurate dependency representation. Although
both the two models use edges to represent paths along which
SR error propagates, our DAG model creates edges only where
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Figure 7: Determining the value of the static TC attribute.

actual coding dependencies exist, unlike the linked list model’s
fixed sequential connections. This is crucial for capturing the actual
dependency in modern video codecs, including scenarios such as
hierarchical B-picture coding structure [39, 40] and multi-reference
video encoding [22]. Second, the DAG model adopts a dynamic
weight attribute based on actual pixel reference ratios, whereas
the linked list model assumes a fixed weight of 1. The adaptive
attribute allows the DAG model to accurately model cases such
as scene changes dominated by intra-frame coding, and multiple
reference scenarios where dependency is distributed across frames.
Discussion of generalizability. We also discuss the generaliz-
ability of the DAG model in Appendix §A.4.

6 Practical Techniques
6.1 DAG Construction
At first glance of the equation (8) and (10), we need data from
the HR video to compute the block-level texture complexities and
then aggregate the block-level results to obtain the static 𝑃 .𝑇𝐶 at-
tribute according to (12). However, we find that using data from
the HR video faces several challenges: (1) Commodity cameras can
capture the HR data in the place, but they are typically not pro-
grammable [49] and thus not suitable for processing the task of DAG
construction. Furthermore, video encoding and transmission alone
are already computation-intensive and can cause severe problems
such as device overheating [29]. Further running the scheduling
task at the sender device can even make such problems more severe.
(2) We choose to deploy the scheduling algorithm on the media
server considering the above challenges of sender-side deployment.
However, the media server only has access to the LR video due to
the limited uplink bandwidth.

To enable scheduling on the media server, we propose to approx-
imate the complexity of an inter-coded residual via

𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 (16)

=| |𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠, 𝑠𝑐𝑎𝑙𝑒) − (𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝐻𝑅 − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒 𝑓 .𝐻𝑅) | |22
≈𝐶 | |𝑖𝑛𝑡𝑒𝑟𝑝 (𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠, 0.5), 2) − 𝑏𝑖𝑖𝑛𝑡𝑒𝑟 .𝑟𝑒𝑠 | |

2
2

and approximate the complexity of an intra-coded block via

𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 (17)

=| |𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐿𝑅, 𝑠𝑐𝑎𝑙𝑒) − 𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐻𝑅 | |22
≈𝐶 | |𝑖𝑛𝑡𝑒𝑟𝑝 (𝑖𝑛𝑡𝑒𝑟𝑝 (𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐿𝑅, 0.5), 2) − 𝑏𝑖𝑖𝑛𝑡𝑟𝑎 .𝐿𝑅 | |

2
2,

with 𝐶 being a constant coefficient. We base our approximation
on the following observation: if some content (i.e., 𝑏𝑖

𝑖𝑛𝑡𝑟𝑎
.𝐻𝑅) or

some residual (i.e., 𝑏𝑖
𝑖𝑛𝑡𝑒𝑟

.𝐻𝑅 − 𝑏𝑖
𝑖𝑛𝑡𝑒𝑟

.𝑟𝑒 𝑓 .𝐻𝑅) is of high texture
complexity, its downsampled version (i.e., 𝑏𝑖

𝑖𝑛𝑡𝑟𝑎
.𝐿𝑅 or 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒𝑠)

Figure 8: The part of a DAG, with 15 patches in each frame
and 𝐹0 being a reference frame of 𝐹1.

also tends to have high texture complexity. In other words, the tex-
ture complexity of a content or a residual is linearly related to that
of its downsampled version. We validate the observation through
a preliminary experiment and find that the Pearson correlation
coefficient between the approximated texture complexity and the
actual texture complexity is as high as 0.96.

With the above approximations, we can determine the P.TC at-
tribute by only resorting to data in the LR video. We slightly modify
the decoder to fulfill the computation process. The workflow is
shown in Fig. 7. While decoding a coded block𝑏𝑖 (➊), it computes ei-
ther the complexity of its content or its residual, based on its coding
type, and then adds the value to 𝑃 .𝑇𝐶 (➏), where 𝑃 is the patch con-
taining the block. In the case of intra-coding (➋), 𝑏𝑖

𝑖𝑛𝑡𝑟𝑎
.𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦

(➌) is computed from the decoded𝑏𝑖
𝑖𝑛𝑡𝑟𝑎

.𝐿𝑅, following the equation
(17). In the case of inter-coding (➍), 𝑏𝑖

𝑖𝑛𝑡𝑒𝑟
.𝑟𝑒𝑠 .𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 (➎) is

computed from the parsed 𝑏𝑖
𝑖𝑛𝑡𝑒𝑟

.𝑟𝑒𝑠 , following the equation (16).

6.2 Parallel Selection
We employ a greedy searching algorithm to iteratively select the
new anchor patch based on the estimated quality. We refer to the
sequential implementation of this method as the vanilla Palantír.
Specifically, the estimation processes for different anchor patch
sets are executed sequentially, and the error attributes for different
patch nodes under a given anchor patch set are also computed
sequentially. As demonstrated later in our ablation experiment
(see Sec. 7.4), the vanilla Palantír fails our second design goal of
low-latency anchor selection. To address the issue, we propose a
novel strategy to enable parallel and low-latency anchor selection
in Palantír. The parallelization does not alter the selection results, so
its benefits in latency do not come at the cost of compromising the
energy efficiency of on-device neural enhancement or the monetary
cost of cloud-based neural enhancement.

For clarity, we use an example to introduce our parallelism mech-
anism. As shown in Fig. 8, edges always start from some patch in
𝐹0 and point to some patch in 𝐹1. There exist neither edges along
the opposite direction nor edges connecting patches within the
same frame. We will utilize this phenomenon to optimize Palantír
via both intra-set and inter-set parallelism. Note that the observed
phenomenon is not accidental: edges indicate inter-frame coding
references, and the coding reference relationship among frames
is directed and acyclic in all mainstream codecs. Therefore, our
optimization should be widely applicable.
Intra-set parallelism. Based on the above phenomenon, we can
follow the frame decoding order to enumerate the DAG for quality
estimation, i.e., firstly compute the error attributes for the nodes in
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𝐹0 and then deal with the nodes in 𝐹1. The TC attributes of nodes
in 𝐹0 (or 𝐹1) can be denoted as a vector 𝑇𝐶0 (or 𝑇𝐶1). Similarly,
we use the notation 𝐸𝑟𝑟𝑜𝑟𝑖 for the error attributes and 𝐼𝑠_𝑎𝑛𝑐ℎ𝑜𝑟𝑖
for the is_anchor attributes (𝑖 = 0, 1). The weight attributes of the
edges can be denoted by a sparse𝑊𝑒𝑖𝑔ℎ𝑡 matrix. Note that the
𝑊𝑒𝑖𝑔ℎ𝑡 matrix is sparse since each patch in 𝐹1 only refers to a
limited set of patches in 𝐹0 due to the limited range of motion
vectors. For simplicity of discussion we assume that 𝐹0 is the only
reference frame of 𝐹1, and the computation process of 𝐸𝑟𝑟𝑜𝑟1 can be
formalized as 𝐸𝑟𝑟𝑜𝑟1 = (𝑇𝐶1+𝑊𝑒𝑖𝑔ℎ𝑡 ·𝐸𝑟𝑟𝑜𝑟0) ◦𝐼𝑠_𝑎𝑛𝑐ℎ𝑜𝑟1, where
◦ indicates the element-wise multiplication and𝑊𝑒𝑖𝑔ℎ𝑡 ·𝐸𝑟𝑟𝑜𝑟0 is a
parallelizable sparse matrix-vector multiplication (SpMV) operation.
Since 𝐼𝑠_𝑎𝑛𝑐ℎ𝑜𝑟1 is a binary vector, we implement the element-
wise multiplication by using 𝐼𝑠_𝑎𝑛𝑐ℎ𝑜𝑟1 as a mask to parallelly
set the corresponding entries in 𝑇𝐶1 +𝑊𝑒𝑖𝑔ℎ𝑡 · 𝐸𝑟𝑟𝑜𝑟0 to zero. As
SpMV is a common operation in many applications and has already
attracted many optimization efforts [18, 31, 45], parallelized SpMV
can be achieved by using a mainstream matrix-related computation
package such as PyTorch.
Inter-set parallelism. Batching is widely used to improve DNN
inference throughput [6] due to the effect of the data dimension on
parallelism opportunities [5, 35]. Therefore, we execute the quality
estimation under several searched anchor sets in parallel by adding
a batch dimension to both 𝐸𝑟𝑟𝑜𝑟𝑖 and 𝐼𝑠_𝑎𝑛𝑐ℎ𝑜𝑟𝑖 . The same𝑊𝑒𝑖𝑔ℎ𝑡

matrix and 𝑇𝐶𝑖 vectors are shared among different samples in the
batch. With the inter-set parallelism, the SpMV operations are
converted into the sparse matrix-matrix (SpMM) operations, which
are also well studied and supported for parallel implementation.

7 Evaluation
We evaluate Palantír by answering three questions:
• Does Palantír achieve the first design goal of selecting a beneficial
anchor patch set?

• Does Palantír achieve the second design goal of incurring a
negligible latency overhead for UHD live streaming?

• How does each component of Palantír contribute to its overall
performance?

7.1 Experimental Setup
Implementation. We develop our decoder based on the open-
source SR codec in NEMO [46]. We incorporate two novel modes
into the decoder. The first is to obtain the data required for graph
construction (as introduced in Sec. 6.1). The second is to take both
an LR video and a corresponding cache profile as input, and then
upscale patches by DNN-based or reusing-based SR. About 1500
lines of code are added to the open-source codec to support the two
modes, accounting for less than 0.5% of the total lines of code in the
entire codec. The source code is available at https://palantir-
sr.github.io.
Video. We download six popular 4k@30fps videos from YouTube.
To demonstrate the universality of Palantír, the videos contain six
distinct categories, including makeup review, computer gaming,
skit, shopping, car review, and unboxing.We use FFmpeg (v3.4) [3]
to transcode the HR video into the 480p (854 × 480) LR version in
real time. We follow encoding guidelines to set the bitrate to 1800

kbps, the encoding speed to 5 [2], and the group of pictures (GoP)
to 60 frames (i.e., 2 seconds) [43]. We use the -auto-alt-ref op-
tion in FFmpeg to enable the alternative reference frame feature
required by the anchor selection algorithm in NeuroScaler. Unless
noted otherwise, we use the first five minutes of each video.
SR DNN. We adopt the DNN model of NAS [47]. We empirically
set the number of residual blocks to 8 and the number of filters to
48. The DNN upscales the resolution of the LR video by 4 times.
As the feasibility of online training for live streaming has been
demonstrated [30], we train the DNN model for each benchmark
video. When comparing the performance of different methods on
the same video, the same DNN model is used for fairness.
Anchor patch size. We use a patch size of 170 × 160 to trade off
anchor effectiveness and scheduling latency. Consequently, each
LR frame consists of 15 patches.
Baselines. We use four baselines in this part. The first is the
Per-frame baseline, which applies DNN-based SR on all the frames.
The second is the NeuroScaler baseline, which uses the algorithm
in NeuroScaler [48] to select the anchor frame set. The third is
the NEMO [46] baseline. The fourth is the Key+Uniform baseline,
which selects all the patches in the keyframe and equally spaced
patches in the remaining frames as anchor patches.
Scheduling interval. Unless otherwise noted, we use a schedul-
ing interval equal to the GoP (i.e., 2 seconds).
Parallelism. The parallelized Palantír and the vanilla Palantír are
two different implementations of the same selection method and
lead to the same anchor patch set, so the results in Sec. 7.2 apply to
both implementations. The latency results in Sec. 7.3 are obtained
using the parallelized Palantír. Finally, the two implementations
are compared in Sec. 7.4.
Hardware. We use a server with a 16-core AMD Ryzen proces-
sor and an NVIDIA A10 GPU as our media server, where graph
construction and anchor selection are performed. The scheduling
latency is measured on the server. Considering the deployment cost
constraint in real-world applications, we only use CPU for Palantír,
the NeuroScaler baseline, and the Key+Uniform baseline. However,
to speed up our experiment, we further use the NVIDIA A10 GPU
for the NEMO baseline, as the NEMO baseline requires numerous
times of SR DNN inferences for anchor frame selection. We also
use a Xiaomi 12S smartphone, which was announced in July 2022
and equipped with the Qualcomm Snapdragon 8+ Gen 1 Mobile
Platform, to measure the energy efficiency when running SR DNN
inference on mobile receiver devices.

7.2 Anchor Effectiveness
QualityGain. We compute the peak-signal-to-noise-ration (PSNR)
between the SR video and the original HR video to quantify the
effectiveness of an anchor set. To make a fair comparison, we keep
the total sizes of the anchor regions the same, i.e., compare the
quality gain under the 𝑚-element anchor frame set selected by
some frame-level baseline with that under the (15 ·𝑚)-element
anchor patch set selected by Palantír or the Key+Uniform baseline.
The only exception here is the Per-frame baseline, where all the
frames are always treated as anchors and the size of the anchor
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Table 1: A comparison of anchor effectiveness.

Video Per-frame
(dB)

DNN-based SR + Reusing-based SR (dB)
NeuroScaler NEMO Key+Uniform Palantír

1 10.5 (2.2, 4.1, 5.1) (2.8, 4.4, 5.4) (2.1, 2.8, 3.2) (3.8, 5.4, 6.4)
2 5.7 (0.5, 2.0, 2.6) (1.7, 2.4, 3.0) (0.5, 1.4, 2.0) (1.9, 2.8, 3.3)
3 6.5 (1.1, 2.3, 3.1) (2.3, 3.2, 3.7) (1.1, 1.6, 1.9) (2.1, 3.0, 3.5)
4 11.6 (4.4, 6.4, 7.4) (4.7, 6.6, 7.6) (4.4, 5.1, 5.6) (5.4, 7.1, 8.0)
5 6.6 (3.8, 4.8, 5.2) (4.2, 5.0, 5.3) (3.8, 4.3, 4.5) (4.2, 5.1, 5.5)
6 8.9 (3.0, 4.4, 5.1) (3.5, 4.7, 5.3) (3.0, 3.3, 3.6) (4.0, 5.3, 5.9)

Average 8.3 (2.5, 4.0, 4.7) (3.2, 4.4, 5.1) (2.5, 3.1, 3.5) (3.6, 4.8, 5.4)

Annotations: For any triple located in the last three columns, it is composed of the
quality gain under𝑚 = 1, that under𝑚 = 2, and that under𝑚 = 3.

Table 2: A comparison of energy overhead.

Video NeuroScaler (mAh) Palantír (mAh)

1 (27.63, 41.33, 63.40) (21.21, 30.73, 41.72)
2 (28.94, 42,27, 56,21) (18.06, 26.17, 40.82)
3 (26.92, 41.48, 63.94) (21.07, 34.90, 47.91)
4 (28.75, 41.71, 63.40) (26.08, 37.77, 47.05)
5 (26.98, 41.18, 62.79) (26.37, 35.88, 45.47)
6 (27.15, 40.64, 63.05) (23.98, 32.10, 40.85)

Annotations: For any triple located in the second column, it is composed of the
energy overhead under |𝐴𝐹 | = 1, that under |𝐴𝐹 | = 2, and that under |𝐴𝐹 | = 3. As
for any triple located in the last column, each of its elements is the result under some

𝐴𝑃 corresponding to the𝐴𝐹 .

regions is thus always larger than other methods. Furthermore, we
empirically limit𝑚 to not be greater than 3 since: (1)𝑚 = 3 can
deliver quality gains that are comparable to the setting of applying
DNN-based SR on all frames; (2) further increasing the value of𝑚
leads to a significant overhead.

The results are shown in Table. 1, from which we have sev-
eral observations: (1) Palantír outperforms all the baselines with
its ability to identify beneficial patches. (2) When compared with
the NeuroScaler baseline, the state-of-the-art real-time scheduling
method, Palantír boosts the quality gain of neural enhancement by
3.7 times at most and 1.4 times on average. (3) Compared to the
non-realtime NEMO baseline, which requires significant time for
initial measurements and does not support live streaming, Palantír
still achieves a quality enhancement of up to 1.4 times in optimal
conditions and 1.1 times on average. However, Palantír exhibits
slightly inferior performance to NEMO in the worst-case scenario,
specifically on the third benchmark video. A comprehensive analy-
sis of this performance decline is provided in Appendix § A.5. (4)
The fine-grained scheduling-based Key+Uniform baseline even falls
behind the coarse-grained scheduling-based NeuroScaler baseline,
so the effect of fine-grained scheduling heavily depends on the an-
chor selection method. (5) Palantír reduces the SR DNN inference
overhead by 20 times with𝑚 = 3 (or 60 times with𝑚 = 1) while
compared to the Per-frame baseline. With such a remarkable over-
head reduction, Palantír still preserves 54.0-82.6% (or 32.8-64.0%) of
the quality gain of the Per-frame baseline.
Energy Efficiency. We now examine how the anchor efficiency of
Palantír transfers to energy efficiency when running the SR decoder
on mobile devices. The detailed energy consumption measurement
method is presented in Appendix § A.6.

Figure 9: The ratio of the monetary cost of Palantír to that
of the NeuroScaler baseline.

Figure 10: The timeline of
Palantír. The numbers within
the blocks represent the frame
indices.

Figure 11: Per-frame latency
of decoding for DAG con-
struction during a GoP.

For each anchor frame set 𝐴𝐹 selected by the NeuroScaler base-
line, we find the minimal anchor patch set 𝐴𝑃 which is selected by
Palantír and achieves an equivalent or higher PSNR than 𝐴𝐹 . We
compare the energy overhead under 𝐴𝐹 with that under 𝐴𝑃 . As
shown in Table. 2, Palantír reduces the energy overhead over all
cases. The reduction ratio is 38.1% at most and 22.4% on average.
Monetary cost reduction. We now present how Palantír reduces
the monetary cost when running the SR decoder on cloud servers.
We use the same method as measuring energy efficiency to find the
corresponding 𝐴𝐹 for every 𝐴𝑃 . The monetary cost is estimated
to be linear to the DNN computation complexity under the cache
profile (𝐴𝐹 or 𝐴𝑃 ), and the keras-flops package [42] is used to mea-
sure the computation complexity. The ratio of the monetary cost
incurred by Palantír to that incurred by the NeuroScaler baseline is
presented in Fig. 9. Compared to NeuroScaler, Palantír reduces the
monetary cost by 80.1% at most and 38.4% on average.

7.3 Scheduling Latency
End-to-end (E2E) latency is an important metric in live streaming [1,
7, 19, 41]. To ensure that the live streaming latency can be lower
than the GoP, modern streaming standards such as CMAF [26]
allow a chunk (which can be part of a GoP) to be immediately
packaged (i.e., chunked packaging [9]) and delivered (i.e., chunked
delivery [9]) when ready. Here we denote the chunk length as 𝑛
frames and assume the scheduling interval of Palantír to be equal to
𝑛 for simplicity. As shown in Fig. 10, the streamer contributes new
video frames at a constant rate. Every new chunk of 𝑛 frames is
contributed per time duration of 𝐿1 = 𝑛

𝑓 𝑟𝑎𝑚𝑒_𝑟𝑎𝑡𝑒 . In a traditional
streaming pipeline without neural enhancement, the new chunk
can be immediately packaged and delivered at 𝑡1. However, two
additional latency sources are presented in Palantír, i.e., the DAG
construction latency 𝐿2 and the DAG-based anchor selection 𝐿3. We
evaluate whether 𝐿2 + 𝐿3 is small enough to well support latency-
sensitive UHD live streaming applications.
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We first examine the value of 𝐿2. Note that we can directly feed a
newly contributed frame to the decoder (working in the first mode
introduced in Sec. 7.1) for DAG construction, so 𝐿2 should be equal
to the processing latency of the last frame in the scheduling interval
if the decoder runs above 30fps. As shown in Fig. 11, the measured
per-frame decoding latency for DAG construction is indeed always
below 33 ms, so we estimate 𝐿2 to be the average of the measured
per-frame decoding latencies in Fig. 11, i.e., 7.2ms.

The DAG-based anchor selection latency 𝐿3 depends on the
scheduling interval and the ratio of anchor patches. For ULL UHD
live streaming applications [41] requiring an E2E latency below
200ms, we set the scheduling interval to be 66.67ms (i.e., 2 frames
in the 30-fps evaluation videos). As for LL live streaming appli-
cations [1, 7, 19] whose E2E latency requirements range from 2
seconds to 10 seconds, we consider five different settings (with the
latency requirement being 2s, 4s, 6s, 8s, and 10s, respectively) and
set the scheduling interval to be one-fifth of the latency require-
ment under each setting. As illustrated in Sec. 7.2, using only an
anchor ratio of 5% can lead to large quality gains, so we set the ratio
to be 5% for latency measurement. Under the above settings, the
relationship between the overall scheduling latency 𝐿2 + 𝐿3 (with
𝐿2 fixed to 7.2ms) and the E2E latency requirement is measured
and plotted in Table. 3. We have two observations from the results:
(1) Although the scheduling latency of Palantír is a little higher
than that of NeuroScaler, it only accounts for a negligible portion
(i.e., 0.6-3.9%) of the E2E latency requirement. (2) As for the NEMO
baseline, its scheduling latency is 88.2-225.6 times higher than that
of Palantír and fails to support live streaming. A detailed discussion
of NEMO’s high latency is available in Appendix §A.7.

As a final note, the scheduling latency of Palantír can be even
further optimized if necessary. We demonstrate in Appendix §A.8
that a simple modification can further reduce the latency by 3.1
times while incurring a quality degradation of no more than 0.1dB.

7.4 Ablation Study
SR error DAG. The key to selecting a beneficial anchor patch
set is our DAG-based modeling. We use a theoretical analysis to
determine the values of the static weight attributes of the edges
and the static TC attributes of patch nodes (see Sec. 5 and 6.1). To
quantify the importance of setting appropriate values, we evaluate
with the makeup review video and compare Palantír with two vari-
ants. In the first variant (Palantír w/o weight), the only predecessor
node of the patch node 𝑃𝑖, 𝑗𝑛 (located at the 𝑖-th row and 𝑗-th column
of the patch grid of the 𝑛-th frame) is 𝑃𝑖, 𝑗

𝑛−1 and the weight of the
edge connecting them equals 1. However, the TC attributes in the
first variant are kept the same as in Palantír. Note that the first
variant resembles the NeuroSclaer baseline when the patch size
equals the frame resolution. In the second variant (Palantír w/o TC),
the weight attributes are kept the same as in Palantír, but the TC
attributes of all nodes are set to 1. As shown in Fig. 12(a), Palantír
consistently outperforms the two variants.
Parallel Searching. We have introduced intra-set and inter-set
parallelism (see Sec. 6.2) to speed up the quality estimation process
in our greedy searching algorithm. We measure the DAG-based
anchor selection latency (i.e., 𝐿3) under three different settings: (1)
the vanilla Palantír- nodes in the original DAG are processed serially

Table 3: The relationship between the overall scheduling
latency and the E2E latency requirement.

Setting E2E Latency
Requirement (ms)

Scheduling Latency (ms)
NeuroScaler Palantír NEMO

ULL 200 0.5 7.7 678.9
LL: Setting 1 2000 1.4 12.6 2842.2
LL: Setting 2 4000 2.0 27.0 5975.5
LL: Setting 3 6000 2.6 56.9 10509.3
LL: Setting 4 8000 5.0 92.4 16656.3
LL: Setting 5 10000 6.5 140.6 23126.7

Annotations: The presented result is the average latency over all the videos as the
latencies for different videos are fairly close.

(a) Analysis on the DAG’s at-
tributes.

(b) Analysis on the paral-
lelism mechanisms.

Figure 12: Ablation study.

for estimation; (2) the partially optimized Palantír setting - only the
intra-set parallelism is enabled; (3) the optimized Palantír- both the
two parallelismmechanisms are enabled. The measured DAG-based
selection latencies (i.e., 𝐿3) are shown in Fig. 12(b), showing that
the optimized Palantír speeds up selection by 493 times at most.

8 Conclusion
In this work, we propose Palantír, the first neural-enhanced UHD
live streaming system with fine-grained scheduling. Palantír seeks
to improve efficiency via reasonable scheduling while minimizing
the scheduling latency. Based on our first-principles reasoning,
Palantír adopts DAG-based quality estimation to select a beneficial
anchor patch set with low computation cost. Palantír further inte-
grates two practical challenges to improve its feasibility and latency.
The evaluation results demonstrate the superiority of Palantír.
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