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1 IntroductionTranslingual information retrieval (TLIR) has begun to receive considerable attention in recent years withthe increased accessibility of ever-more-diverse on-line international text collections, including centrallythe World Wide Web. In spite of recent TLIR work [20, 12, 16, 23, 1, 24, 9], evaluations of di�erentTLIR techniques on realistic retrieval tasks are rare. This paper reports our evaluation of the results ofboth newly developed TLIR techniques and re-implementations of previously reported techniques.Translingual information retrieval (aka \multilingual" or \cross-lingual" IR) consists of providing aquery in one language and searching document collections in one or more di�erent languages. One canenvision many ways to bridge the language barrier between query and collection. In this paper, we focuson query translation and methods based on automatically establishing translingual associations betweenqueries and documents without the need to translate either.2 MT-Based Methods for TLIRThe machine translation methods for TLIR require that either the query be translated into the targetlanguage, and the translation be used to search the target-language collection, or the collection betranslated into the source language, and the original query be used to search. Let us consider the prosand cons of each approach:� Translation Accuracy { Both human and machine translation [6, 19] require context to achieveaccuracy. Translating isolated words in a query is unreliable, largely due to unresolved lexicalambiguity. Translating documents should yield greater accuracy.� Retrieval Accuracy { Since documents contain far more information than queries, random translationerrors should cause less degradation for the IR task in documents than in queries. Hence for boththis reason and the above, document translation is preferable in principle. In fact, preliminary�ndings by Dumais et al [12] support this line of reasoning.� Practicality { Many document collections are very large. Most are searched remotely. Some areproprietary; individual documents may be read or down-loaded, but the entire collection may notbe copied or translated. Even if these problems were surmount-able, translating the collectionmay require inordinately long computation and massive storage, not to mention re-indexing thetranslated collection.Because translating document collections is less practical, we report only on translating the queryfor TLIR. If the query were formulated as phrases, a full sentence, or a paragraph, we could apply MTsystems far more reliably. However, experience shows that users typically prefer to give isolated words,or at best, short phrases to an IR system.1 The question is how to best translate a set of isolated words,since full 
edged MT is not applicable. We investigated three approaches:1. Dictionary-based Term Translation { Look up each query term in a general-purpose bilingual dic-tionary, and use all its possible translations. This is a form of query expansion upon translation.Other forms of dictionary-based query translation methods have been reported before [8, 16, 1], andour results reported in section 5 are consistent with the dictionary-translation literature.2. Corpus-based Term Translation { Use a sentence-aligned bilingual training corpus to �nd the termsthat co-occur in context across languages, thus creating a corpus-based term-equivalence matrix.This is a new approach, where terms are translated based on co-occurrence frequency in the con-text(s) de�ned by the document collection. Its results reported in section 5 prove superior to thedictionary-based approach.1LYCOS reports that their typical user queries for general web search are only one to three words long,although they are occasionally reformulated into longer queries.2



3. Corpus-based Term-to-Sentence { Use the same type of aligned bilingual training corpus to extractfull sentences that co-occur in the target language with query terms in the source language. Thisis a translingual adaptation of local context query enhancement. Term-to-sentence expansion mayenhance recall, but at a cost in precision.Since Term-to-Sentence performed very poorly in initial experiments, it will not be described further.Only general-purpose dictionary translation (called DICT or GLOSS below) and corpus-based termtranslation (called EBT below, for Example-Based Term translation) are further described.All three MT-based methods used variations of the Pangloss Example-Based Machine Translationengine (PanEBMT) [3]. In general, EBMT systems [3, 18] use a large corpus of example pairs of previ-ously translated sentences in order to �nd close matches and translations of words and phrases in context.The PanEBMT parallel corpus was derived primarily from the Spanish and English portions of the UNMultilingual Corpus [14], with an admixture of texts from the Pan-American Health Organization andARPA MT evaluations. The total corpus contains some 685,000 sentence pairs { about 250 megabytes{ after duplicated Spanish sentences have been removed. PanEBMT translates by �nding the set ofmatches to a new text string (word, phrase or sentence) in the indexed bilingual corpus. Then, thetranslations corresponding to these matches are combined into candidate translations of the new text.Because queries contain more isolated terms than phrases or sentences, our query-translation experimentis unable to exploit the power of EBMT. Instead, we developed the term-in-corpus-context translationmethod.2.1 Example-based Term Translation (EBT)In order to create domain-speci�c or corpus-speci�c bilingual dictionaries automatically, we start froma large sentence-aligned bilingual corpus and generate a large thresholded term co-occurrence table[4].The result was used as the dictionary for corpus-based (example-based) term substitution.Co-occurrence dictionary generation is performed in two phases: First the co-occurrence matrix(indexed by source-language words on one axis and target-language words on the other) is generated.Each cell in the matrix represents the number of times the source-language word occurred in the samesentence pair as the target-language word. Given this matrix, we compute the conditional probabilitythat if the term occurs in one language its counterpart (i.e. its candidate translation) also occurs inthe other language within the same sentence pair, and vice-versa. If this probability is above a pre-setthreshold in both directions, then the term translation is added into the dictionary. Should a termin one language co-occur with several terms in the other language with su�cient frequency to passthe conditional probability threshold, all are stored as candidate translations. The corpus-based termtranslation techniques are discussed in greater detail in [4, 3].This method has the nice property that adjusting the �ltering thresholds allows us to tune a trade-o�: stricter thresholds prevent spurious translations, but signi�cantly reduce the possible translations;more lenient thresholds produce better yields, at the cost of allowing more spurious translations.A thesaurus which has been generated as described above can be further re�ned, increasing vo-cabulary size and reducing spurious translations, using an iterative process that applies a portion ofthe EBMT subsentential alignment algorithm to constrain which co-occurrences are added to the co-occurrence matrix. Although bene�cial for dictionaries which are to be used directly for translation,re�ning the thesaurus in this manner proved to be slightly detrimental to performance on the translin-gual retrieval task for all but the smallest of training corpora { the re�nement process removes much ofthe useful query expansion provided by collocations in the original statistically-derived dictionary.Three separate training corpora were used to generate corpus-based thesauri: the full 250 megabytesof aligned Spanish-English text available to PanEBMT (consisting almost entirely of text from the UNMultilingual Corpus [14]), a 33-megabyte contiguous subset thereof, and a 12-megabyte corpus consistingof the training texts from our experimental corpus (described in Section 4) and the non-UN portions ofthe PanEBMT corpus. After tuning the thresholds, the best dictionaries extracted from the two larger3



corpora reached identical translingual performance; despite its much smaller size, the narrower focus ofthe 12-megabyte corpus permitted its best dictionary to outperform all others.2.2 Dictionary-Based Term Translation (DICT)For English-Spanish term translation we used a version of the machine-readable Collins Spanish-EnglishDictionary. Its performance should not be taken as the maximum achievable by this technique, since wehad to invert the dictionary, which substantially reduces the vocabulary (from 51,500 to 27,200 words),in order to translate in the English-to-Spanish direction. It remains to be seen if a larger dictionarywould improve performance, as rare words tend to have a rather small e�ect on overall performance inrelated tasks [30] (corroborated by our own experience with corpus-derived dictionaries on this task).Due to the way in which our Spanish-English dictionary was built, inverting it provides the bene�tof additional query expansion in some cases. This dictionary was originally built (for use by PanEBMTin word alignment within sentence pairs in the corpus) by looking up each unique word in the UNcorpus in the Collins machine-readable dictionary. For words which were not found, a Spanish stemmerwas applied and the resulting word root looked up. Thus, the Spanish-English dictionary contains theroot forms of English words for many in
ected Spanish words. After inverting the dictionary, the rootforms of English words typically generate a multitude of in
ected Spanish forms. The down side of thedictionary inversion is that most in
ected English words are not found in the dictionary at all.2.3 Manual Glossary (GLOSS)In addition to the Spanish-English Collins dictionary, we also had hand-built glossaries from the Pan-gloss project available [13]. As with the Collins dictionary, these were created for Spanish-to-Englishtranslation, so we inverted the glossaries and extracted the single-word English entries. The extractedentries were then added to the inverted Collins dictionary to form the translation dictionary used as thebasis of the GLOSS method.Unlike Collins, the Pangloss glossaries provide not only properly in
ected English translations, butalso target the highest-frequency Spanish words speci�cally to ensure correct translations. As a result,although the combination of Collins and Pangloss glossaries increases the total vocabulary by less than2000 words, the additional vocabulary consists primarily of in
ected forms of the most frequent words.3 IR-based Methods for TLIRWe extended three monolingual retrieval methods to translingual retrieval: Pseudo-Relevance Feedback(PRF)[5], the Generalized Vector Space Model (GVSM)[27], and the Latent Semantic Indexing (LSI)approach[10]. In each case, a translingual semantic correspondence between queries and documents is es-tablished based on a document-aligned bilingual training corpus, without requiring bilingual dictionariesor machine translation.All these methods, PRF, GVSM and LSI, are variants of the vector space model (VSM) which wasinitially developed by Salton and is a fundamental paradigm in monolingual text retrieval[21]. To allowclear theoretical comparison of these IR-based methods, let us de�ne the notation for VSM. Both queriesand documents are represented using vectors of term weights in this model:~q = (q1; q2; : : : ; qm)t~d = (d1; d2; : : : ; dm)tsim(~q; ~d) = cos(~q; ~d) = Pmi=1 qidipPmi=1 q2ipPmi=1 d2iwhere ~q is the query vector, ~d is the vector of a document in a corpus, m is the number of unique terms(words or phrases) in the corpus after stop-word elimination and stemming, and qi and di are the term4



weights in the query and the document, respectively. A term is typically weighted by TF � IDF , i.e.,the product of within-document term frequency (TF) and the Inverted Document Frequency (IDF) ofthe term[21].3.1 Pseudo-Relevance FeedbackPseudo-relevance feedback (PRF) (aka \local feedback") is a variation of the classic relevance feedback(RF)[22]. Relevance feedback is a query expansion technique which adds terms in the relevant documentsfound in a initial retrieval to the query, and uses the expanded query for further retrieval. It typicallyimproves performance in monolingual retrieval compared to not using it. PRF di�ers from the truerelevance feedback by assuming the top-ranking documents retrieved are all relevant. It is simplerbecause no user relevance judgments are required; it is not always as e�ective as RF because the top-ranking documents often include some irrelevant documents that may be misleading. Both positive andnegative evidence was found in empirical studies with respect to the e�ect of PRF on retrieval accuracy[15, 25]. As discussed in section 5, we also found PRF cuts both ways, depending somewhat on how thequeries were formulated originally.Our primary interest in PRF is to e�ectively cross the language barrier in translingual retrieval.Adapting PRF (and RF) to translingual retrieval is natural if a bilingual corpus is available[7, 1]. Thatis, once the top-ranking documents are retrieved for a query in the source language, their translationmates (the corresponding documents in the target language) can be used to form the query in the targetlanguage. Figure 1 illustrates the data 
ow for translingual RF and PRF. The retrieval criterion in PRFfor monolingual retrieval is de�ned to be:~q0 = ~q +Xi f~dij~di 2 kNN(~q)gsim(~q; ~d) = cos(~q0; ~d)where ~q is the original query, ~q0 is the query after the expansion, kNN(~q) is the set of k Nearest Neighbors(most highly-ranked documents) retrieved using ~q, and k is a pre-determined parameter whose value isempirically chosen.Correspondingly, the retrieval criterion in PRF for translingual retrieval is de�ned to be:~qt =Xi f~gij~di 2 kNN(~qs)gsim(~qs; ~dt) = cos(~qt; ~dt)where ~qs is the query vector in the source language, ~di is the document vector in the source language and~gi is the document vector of its translation; ~qt is the constructed query vector in the target language,and ~dt is the target document in the search space. The length of each vector is m, the size of the termvocabulary after stemming and stop-word removal. Each element in the query and document vectors isweighted by TF � IDF .3.2 Generalized Vector Space ModelA criticism of conventional VSM is that it uses terms as an orthogonal basis of the vector space, but termsare often not semantically independent. Wong et al proposed an alternative, namely the \generalizedvector space model" (GVSM) [27], also referred to as \the dual space" [23] which uses word combinations(or individual documents) to form the basis instead of individual terms. Empirical studies showedsomewhat better performance of GVSM over conventional VSM when using binary term weighting (avalue of one for terms present, and zero for terms absent), while the comparison is inconclusive if moreadvanced term weighting was used in VSM[26]. Comparison of GVSM with PRF and LSI has not been5
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Figure 1: Data 
ow for translingual relevance feedback and pseudo-relevance feedbackcarried out previously either in the monolingual retrieval literature or in the new TLIR literature. Ourmajor focus here is a novel adaptation of GVSM to translingual retrieval. In order to thoroughly examineits properties, we will investigate its performance in both MLIR and TLIR, and compare GVSM withother methods including VSM, PRF and LSI.The concept of the dual space can be explained using a term-document matrix. Given a documentcollection, one can represent this corpus using a matrix, Am�n, where the rows are unique terms in thedocument vocabulary, the columns are unique documents in the corpus, m is the vocabulary size, andn is the corpus size (number of unique documents). The elements in this matrix are within-documentterm weights, which can be binary-valued, or real-valued to combine within-document term frequency(TF) and corpus statistics, e.g., the Inverted Document Frequency or IDF of a term. One can view thismatrix as a way to represent documents (the columns) using terms, and to represent terms (the rows)using documents. The former view corresponds to the conventional vector space model, and the latterview corresponds to GVSM in the dual space. The most interesting part of GVSM is the way a term isrepresented, i.e., each row vector of matrix A re
ects the pattern of a term distributed over documents.Here lies the implicit assumption of this model: two words are semantically similar or highly relevant toeach other if and only if they have a similar distribution over documents. This assumption is of coursearguable given that \document" is often an arbitrary choice (it could be an abstract, an paragraph, afull article, a chapter, or a book). However, it provides a way to use corpus statistics to measure thecloseness between terms, which is not directly o�ered by the conventional VSM.It should be clari�ed that in the original GVSM model by Wong et al., unique word combinationsare used as orthogonal dimensions, which is not equivalent to using unique documents. If two documentscontain exactly the same set of unique words (although the term frequencies in these documents may bedi�erent), then these documents will have the same vector representation in the original GVSM. In thisstudy, we made a simpli�cation by directly using documents as dimensions in the dual space, assumingthat di�erent documents very rarely share identical vocabulary, and even if such cases do happen, theire�ect on the representation power of this model and its retrieval e�ectiveness may be negligible. Thisdoes not exclude possible applications that might bene�t from using the original version, of course. We6



use GVSM to refer to our simpli�ed version, with the assumption that our conclusions would apply tothe original version of GVSM as well.The monolingual version of this method (ML-GVSM) consists of query transformation, documenttransformation, and similarity comparison between the transformed query and documents. The retrievalcriterion is de�ned to be: sim(~q; ~d) = cos(At~q;At~d):The query transformation, ~q0 = At~q, is equivalent to weighting the distribution pattern of each term (therow vector in A) using its weight in the original query, and summing up the weighted patterns to obtaina new representation of the query. The document transformation is similar: ~d0 = At~d weights and sumsup the the distribution patterns for the terms contained in the documents. The resulting vectors, ~q0 and~d0, have n dimensions, corresponding to the n documents in matrix A. The document collection used inmatrix A is usually called the training set, and the transformation of the query or a document is calledthe fold-in process. In general, the document to be transformed is not a member of the training set.Our novel extension of the monolingual GVSM for translingual retrieval uses a bilingual corpusfor training. Let us de�ne two matrices, A and B, where A is a term-document matrix for the trainingdocuments in the source language (also the language of the queries), B is a term-document matrix for thetraining documents in the target language, and the corresponding columns of A and B are the matchingpairs of documents in the bilingual corpus. These matrices are illustrated below (we use binary-valuedelements here for simplicity): D1 D2 D3 D4 D5 D6 D7 � � � Dn�1 Dncat 0 1 0 1 1 0 0 � � � 0 0dog 0 1 1 1 0 1 0 � � � 0 0A enter 0 0 0 0 0 1 1 � � � 1 0... 0 0 0 0 0 0 0 � � � 0 0lock 1 0 0 1 0 0 0 � � � 1 0cerrar 1 0 0 1 0 0 1 � � � 1 0finca 0 0 0 0 0 1 1 � � � 0 0B llave 1 0 0 1 1 0 0 � � � 1 0... 0 0 0 0 0 0 0 � � � 0 0perro 0 1 1 1 0 1 0 � � � 0 0where Di is the ith pair of corresponding English and Spanish documents. A given source word, such asdog, is represented by its distribution in the source-language document set, while a given target word,such as perro, is represented by its distribution in the target-language document set. Words that aretranslations of each other often exhibit identical or very similar rows, as do dog and perro. Not allwords have a one-to-one translation, and not all corresponding words have exactly the same occurrencepattern. For instance, the verb to lock is typically translated as cerrar con llave, accounting for theirvery similar occurrence patterns.We use A for query transformation and B target-language document transformation. The retrievalcriterion is de�ned to be: sim(~q; ~d) = cos(At~q;Bt~d)Since matrices A and B share the same dual space, the transformations At~q and Bt~d give the query andthe document a common basis (the distribution patterns of terms over documents) on which they canbe compared. This is how the translingual correspondence is established.The computation in GVSM consists of the transformation (At~q and Bt~d) and the cosine computa-tion. The time complexity of the �rst part is similar to the computation in VSM. It is proportional to thenumber of non-zero elements in a query or document vector, i.e., O(kn), where k is the average numberof unique terms per query or document, and n is the number of document pairs in the bilingual trainingcorpus. The time and memory complexity in the second part, is O(n) per document, or O(nl) for a7



test corpus of l documents. This can be expensive for very large applications. Fortunately, we found itpossible to signi�cantly reduce this complexity by aggressively removing non-in
uential elements fromthe transformed document vectors without sacri�cing retrieval performance, as shown in our previouswork[28] and in the empirical results of this study (Section 5.4).3.3 Latent Semantic IndexingLatent Semantic Indexing[10] (LSI) is a one-step extension of GVSM. The claim is that neither termsnor documents are the optimal choice for the orthogonal basis of a semantic space, and that a reducedvector space consisting of the most meaningful linear combinations of the original dimensions would bea better representative basis for the content of documents.In monolingual retrieval, LSI uses the term-document matrix (A) for training, the same as in GVSM.It computes the orthogonal dimensions (\the latent semantic structures") in matrix A, and selects thelargest principal dimensions as the new basis for a reduced vector space. The monolingual LSI retrievalcriterion is de�ned to be: A = U�V tsim(~q; ~d) = cos(U t~q; U t~d)where matrices U and V contain a set of p orthogonal singular vectors each (one for the representation ofterms, and another for the representation of documents). Matrix � is p-diagonal, containing the singularvalues indicating the importance of the corresponding singular vectors in matrices U and V . Matrix Ucan be viewed as a reduced version of matrix A in the sense that both A and U use their row vectors torepresent terms, but the term vectors in U are much shorter than the term vectors in A. The dimensionsin U are linear combinations of documents, while the dimensions in A are individual documents.The translingual LSI model [12] is similar to the model for monolingual LSI, except that a bilingualdocument corpus is needed for training instead of a monolingual corpus. Let ~q be a query in the sourcelanguage, ~d be a document in the target language, and � AB � be the matrix of bilingual document pairswhere A and B are the same as de�ned in GVSM. Then the translingual LSI retrieval criterion is de�nedto be: � AB � = U2�2V t2sim(~q; ~d) = cos(U t2~q; U t2~d)where U2, V2 and �2 are the matrices computed using the singular value decomposition of the bilingualinput matrix .LSI has a quadratic time complexity of O(n0p) where n0 = maxfm;ng is the larger number betweenthe size (m) of the joint vocabulary of both languages and the number (n) of document pairs in thebilingual training corpus; and p is the number of orthogonal dimensions (singular vectors) computed inthe singular value decomposition. Thus, the scalability of this method to a large corpus would be muchmore limited than the VSM or GVSM approach if a large number of singular vectors is necessary forgood retrieval performance.3.4 The Scienti�c ChallengeThe similarities and di�erences between the three models mentioned above can be seen in their retrievalcriteria: V SM : sim(~q; ~d) = cos(~q; ~d)GV SM : sim(~q; ~d) = cos(At~q;Bt~d)LSI : sim(~q; ~d) = cos(U t2~q; U t2~d)8



In theory, the fundamental di�erence between these methods is the choice of the basis for the similar-ity comparison between queries and documents. VSM (including PRF) assumes semantic independenceof terms in its basis. GVSM uses documents instead, assuming documents are semantically independent.LSI computes the orthogonal dimensions in a training corpus, and chooses the principal dimensions asthe basis of a reduced vector space. GVSM and LSI are close variants in the sense that both exploitthe dual space. The only di�erence between these two is the choice of the original dimensions (terms indocuments) or the reduced dimensions (the orthogonal singular vectors) as the basis for the vector space.Which model best represents the semantic space of documents and queries is a scienti�cally challengingquestion.Given these methods, empirical validation is important. For monolingual retrieval, performanceimprovement of GVSM over VSM was observed on small collections [27]; sometimes, improvement ofLSI over VSM was observed, but not always [10]. Until the work described in this paper and its previousversion[7], a comparison between GVSM and LSI in either monolingual or translingual retrieval has notbeen made.4 Corpus and Query PreparationsIn order to conduct an empirical evaluation, our �rst task was to prepare a bilingual corpus for translin-gual experimentation. The large UN Multilingual Corpus (about 500 megabytes of data per language)[14] from the Linguistic Data Consortium was available to us, but the original UN corpus is a hetero-geneous mixture of many types of documents. Using formatting codes and alignment methods, we thenextracted and segmented a subset of the data, consisting of 2255 document pairs pertaining to UNICEFreports and deliberations. We randomly selected 1134 document pairs for training, and set the remaining1121 pairs aside for testing. Of these 550 documents were used as the validation set to test each methodwith di�erent parameter settings, and 571 were used for the �nal blind testing reported in our resultsbelow. Altogether, the training and test sets in both languages consist of almost 2 million words of text,equivalent to about 22 megabytes of data. Each document has approximately 6 paragraphs; there areabout 5 sentences per paragraph on average.The second task was to develop queries and human relevance judgments for the evaluation of retrievalmethods. We created 30 queries in English, germane to the UNICEF sub-collection. We then contractedexternally for human relevance judgements on the cross product of the 30 queries and 1121 test documents(33,630 judgments in all), which are used as the gold standard for evaluation. This test set was furtherdivided into a 550-document validation set (for experiments to optimize parameters for each method)and a 571-document blind test set for the �nal reported results. The query length varies from 6 to 36words, with an average of 14 words per query. The number of relevant documents for a query variesfrom zero to 70 (one of these queries has no relevant documents), with an average of 16. For the blindtest set of 571 documents, seven queries have no relevant documents.To explore the e�ect of the granularity of corpus alignment on the performance of retrieval methodswhich are trained using the bilingual corpus, we further developed two additional versions of the trainingcorpus: a paragraph-level alignment (7227 paragraph pairs) and a sentence-level alignment (21,591sentence pairs)2.To further investigate the e�ectiveness of our methods, we also used a classic document collection,MEDLARS, commonly used in monolingual retrieval evaluation prior to the Text Retrieval Conference(TREC)[11]. MEDLARS contains 1033 documents and 30 queries, and provides human relevance judg-ments. The query lengths range from 2 words to 62 words, with an average 20 words per query. Thenumber of relevant documents given a query is between 9 and 39, with an average of 23.2The aligned parallel corpus, including training and testing partitions are made available by Carnegie MellonUniversity (CMU) to LDC members { email: yiming@cs.cmu.edu.9



5 Empirical EvaluationWe conducted a comparative evaluation of our translingual IR methods on the UNICEF test set, includ-ing DICT, EBT, PRF, GVSM and LSI. The experiments were carried out as follows:First, we trained each corpus-based method that requires o�-line training, in order to �nd translin-gual equivalences using paired documents, without queries; hence no relevance judgements were requiredfor training. Second, we tuned parameters for both the monolingual and translingual versions of ourmethods on the validation test set. Third, we measured the e�ectiveness of each method on the blindtest set. Fourth, we evaluated the results by comparing the retrieval degradation when moving frommonolingual to translingual IR for all the methods on the blind-test set. Fifth, we repeated the aboveexperiments using paragraph-level alignment and sentence-level alignment instead of document-levelalignment, and compared the behavior of the TLIR methods. Sixth, we tested LSI and GVSM in mate�nding (described later), to see how di�cult or how easy a task it is compared to realistic retrieval. Sev-enth, we tested our MLIR methods on the MEDLARS corpus and contrasted them with our observationson UNICEF, in order to compare the relative di�culty of retrieval in di�erent document collections, withdi�erent queries.5.1 O�-line trainingThe training phase di�ers by method. In fact, only EBT and LSI require o�-line training. In EBT(example-based term substitution), training means extracting highly correlated English-Spanish termpairs in context from the bilingual corpus; these pairs are used later for term substitution in each queryfor translingual retrieval. In LSI, training means �nding the principal orthogonal vectors by applyingsingular value decomposition (SVD) to matrix A; these orthogonal vectors are used for query anddocument transformation in the document indexing phase (called the fold-in phase). GVSM does nothave a true training phase like LSI does because it directly uses the column vectors in the term-documentmatrix A as the basis for the dual space. PRF also does not have o�-line training because its queryformulation is based on on-line retrieval of documents given a query. DICT (query translation usinga machine-readable dictionary) does not make any use of the bilingual corpus and therefore does notrequire a training phase (although there is still preparation involved prior to use).5.2 MLIR experiments and parameter optimizationWe measured retrieval performance using the conventional 11-point average precision metric. For aretrieval system that produces a ranked list of documents given a query, the performance is typicallymeasured using the average precision over di�erent recall levels. Recall is the ratio of retrieved relevantdocuments over the total relevant documents in the collection; precision is the ratio of retrieved relevantdocuments over the total retrieved documents. The 11-point average precision is the interpolated averageof precision values when thresholding at recall levels of 0%, 10%, ..., 100%. For further details of theinterpolated averaging method, refer to [21]. For brevity we refer simply to \average precision" or AVGP.In the monolingual retrieval experiments, we optimized each method with respect to its performanceon the UNICEF corpus using the human relevance judgements on the 30 queries and the 550 validationdocuments. Optimizations include:� Determining the best term weighting scheme (using a combination of TF and IDF, for example) forcosine-similarity scoring. This optimization is applied in all the methods. We found the SMARTntc.ntc term weighting optimal for all the methods on UNICEF, meaning that both document andquery terms are weighted linearly by TF*IDF with cosine normalization.� Rank-based thresholding on the retrieved documents in pseudo-relevance feedback, i.e., labeling thetop k documents to use as relevant for query expansion. We found k=10 optimal for UNICEF. Thesecond parameter, SP (for sparsi�cation), optimized in PRF is the number of most in
uential termsretained in the query after PRF expansion. We found SP=70 optimal for PRF.10



Method ML. TL TL/ML Corpus alignDict] (0.4884) 0.3901 80% N/AGLOSS] (0.4884) 0.4064 83% N/AEBT] (0.4884) 0.4918 101% sentencePRF (SP=70, K=10) 0.4255 0.4203 99% paragraphGVSM (SP=200) 0.5035 0.4585 91% paragraphLSI (SV=200) 0.4884 0.4234 87% document] The result of SMART.basic is used as the performance baseline.Table 1: CMU results in monolingual and translingual retrieval on UNICEFSite Method ML TL TL/MLUMASS correlated phrases .20 .1358 68%ETH Similarity thesaurus .527 .212-.278 40-53%XEROX Dict .393 .235 60%NMSU Dict ? ? 73.5%Table 2: Published results in ML and TL retrieval on other corpora� Determining the GVSM sparsi�cation (SP) parameter corresponding to the number of most in
u-ential terms per vector retained after query or document transformation. All other terms are zeroedout. We found SP=200 optimal for GVSM.� Determining the optimal number of singular values (SVs) to compute in LSI, meaning the number ofmost in
uential orthogonal dimensions used. We found that SV=200 reaches a performance plateaufor LSI in UNICEF, which is exceeded only as SV approximates 1000. However, at that level thenumber of retained dimensions is approximately equal to the number of original dimensions, andLSI provides no dimensionality-reduction bene�t. Moreover, the SVD step is computationally veryexpensive for large SV, and convergence of the sparse SVD algorithm is particularly slow as SVapproximates the original dimensionality. Therefore, since the marginal improvement of SV=1000over SV=200 comes at a very steep price, we select 200 as the more reasonable SV value.The parameter values for each method which produced optimal performance in monolingual retrievalwere also found optimal or nearly optimal in our translingual experiments (Section5.4).We implemented all the monolingual and translingual methods using components of the publicly-available SMART retrieval engine [21], including indexing, stemming, TF*IDF-based word weightingand stop-word elimination in both languages3. This common infrastructure enabled us to factor outextraneous variables from our experiments. For the monolingual VSM baseline, we ran SMART withoutrelevance feedback (SMART.basic).5.3 Primary resultsFigure 2 presents the recall/precision curves for the MLIR methods on UNICEF, and Figure 3 therecall/precision curves for TLIR methods. The 11-point average precision values of these methods aresummarized in in Table 1. We also conducted a di�erent evaluation without using human relevancejudgments of the same methods, instead relying on the degree of overlap between documents retrievedmonolingually and their translation-mates retrieved translingually. Such an evaluation, as reported inour previous paper[7], may not be as informative, but is helpful when human relevance judgements arenot available.3We expanded the SMART Spanish stop word list so that its coverage is equivalent to the English one,resulting in a somewhat longer list because of irregular in
ections for Spanish auxiliary verbs.11
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Figure 2: Recall-Precision performance of MLIR methods on UNICEF
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Figure 3: Recall-Precision performance of TLIR methods on UNICEFFor MLIR in the UNICEF corpus, we found that basic VSM, GVSM and LSI perform comparablybest with an 11-point average precision (AVGP) of 0.49 to 0.50, whereas PRF performed worse withAVGP of 0.43 (This is not necessarily true for other corpora { see the results below on MEDLARS,where PRF outperforms VSM). We use the MLIR baseline (column 2 of table 1) to compare with TLIRperformance in column 3 and to compute the AVGP ratio TLIR/MLIR as a percentage in column 4.For TLIR, the performance of bilingual-dictionary term translation (DICT) was worst but stillrespectable at AVGP=0.39, corresponding to 80% of ML-VSM performance, and dictionary translationaugmented with a large number of glossary entries (GLOSS) from the Pangloss MT project improved onDICT slightly yielding AVGP=0.41 (83%). EBT, in contrast, performed much better at AVGP=0.49,slightly better than ML-VSM. The two major reasons for the improvement of EBT over DICT andGLOSS are term frequency information and context-speci�c term translation (including an inherentquery expansion described further in [2]), both derived automatically from the bilingual corpus. Thequery-expansion nature of the EBT should account for the surprise improvement over monolingualVSM,although this hypothesis requires testing by implementing an equivalent \back-translation"-based VSMquery expansion and see if it produces a comparable improvement in ML-VSM.12



All of the remaining translingual methods surpassed DICT, but none matched EBT's performanceeither in terms of absolute AVGP or in their ratio from monolingual performance, although they cameclose. GVSM exhibited better result in absolute performance (AVGP=0.46) than LSI (AVGP=.42) andPRF (AVGP=.42); PRF exhibited little degradation with a TL/ML ratio of 99%.Di�erent source-target text alignments were tested on the validation set for each corpus-based TLIRmethod except EBT (which always used sentence alignment), and sentence alignment proved best forPRF, while paragraph alignment proved best for GVSM and document alignment was optimal for LSI.Although TL-PRF performs at 99% of ML-PRF, its performance is quite sensitive to the value of K (thenumber of top-ranking documents for query expansion), as shown in Figure 4. If the user were willing toprovide true relevance judgements, full relevance feedback should exhibit higher absolute performance,both for monolingual and translingual retrieval.The early experiments reported in [7, 29] used the entire test set of 1121 documents, rather than di-viding into validation and blind-test subsets reported in Table 1 and described in the previous paragraph.The results of the earlier experiments were similar, but slightly lower overall. In part, the improvementsreported here are due to improved versions of all the methods (except PRF, which did not change).For comparison, we also include translingual results reported by other researchers in Table 2. Be-cause the methods have been run on di�erent corpora with di�erent queries, direct comparisons onabsolute AVGP are not meaningful. However, the ratio of TLIR over MLIR results may be more in-dicative of the relative power of each TLIR method. The TLIR/MLIR degradation factors reportedin the literature (primarily dictionary-based approaches) are comparable, though somewhat lower thanour DICT and GLOSS methods: 40% to 73.5% versus our results of 80% to 83%. More interestingly,no previous results come close to the 87% to 101% TLIR/MLIR range exhibited by our corpus-basedmethods. We encourage direct comparisons on the same corpora in the future.5.4 E�ects of corpus alignment and parameter tuning in TLIR methodsWe investigated di�erent parameter values and di�erent granularity alignments between the source andtarget language corpora, speci�cally at the document, paragraph and sentence levels.For all of our TLIR methods, we used the ntc term weighting scheme (TF � IDF with vectornormalization) which appeared to be optimal on the UNICEF corpus.For PRF, we �rst measured the e�ect of varying K (number of top-ranked documents used in queryexpansion) with di�erent alignments. As shown in Figure 4, optimal performance for TL-PRF is atK=5 for document alignment and at K=10 for paragraph and sentence alignment, when tested on thevalidation set. (There are about 6 paragraphs per document and about 5 sentences per paragraph.)Therefore, we selected K=10 and paragraph alignment for our reported results on the test set. PRFperformance is rather sensitive to K at the document-level alignment, but less sensitive (more robust) atthe �ner-grain alignments, hence the latter are preferable for stability as well as absolute performancereasons.With K �xed at its optimal value for PRF, we tested how performance varies with changes inSP values (i.e., the number of TF*IDF top-ranking terms retained after query expansion). As shownin Figure 5, performance is rather stable and insensitive to SP larger than 30 on the validation set.Therefore, selected 70 as the SP value for our test. This modest expanded query size permits fast on-lineperformance.GVSM has only one tunable parameter, i.e., the same SP as in PRF, but applied to both query anddocument vectors after the GVSM transformation. As shown in Figure 6, all alignments achieve stableperformance in the validation set near the optimumwith su�ciently large SP values, but document andparagraph alignments approach the performance plateau at much smaller SP values, resulting in fasteron-line response and smaller storage for document indexes. We selected SP=200 for our blind test,13
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Figure 5: PRF performance w.r.t. parameter tuning on SPalthough any value above 100 should perform comparably, according to our study on the validation set.LSI also has a single tunable parameter, the number of singular values (SV) being used, whichcorresponds to the orthogonal dimensions of the reduced vector space, and is equivalent to the numberof indexing terms per document or query after their LSI transformation. The performance of this methodwith di�erent corpus alignment strategies is illustrated in Figure 7. Sentence-level alignment for LSIproduces terrible results, both in terms of accuracy and computational time, and therefore is discardedfrom further consideration. Paragraph-level alignment also produces signi�cantly worse retrieval resultsthan document-level alignment does. The performance curve does not reach a plateau until 200 or moreSVs are used for document alignment; the performance climbs slightly at SV values over 600. However,the computational cost increases superlinearly as with increasing SVs, and using SV=1000 defeats theoriginal purpose of the SVD step in LSI: dimensionality reduction. Therefore, we selected SV=200, anddocument-level alignment for our blind test.EBT has two tunable parameters: the �ltering threshold used in generating the term dictionaryand the total term weighting used in translating/expanding the query. For our experiments with the14
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TL-LSI, sentence alignmentFigure 7: LSI performance w.r.t. to parameter tuning on SVUNICEF corpus, EBT using the full UN multilingual corpus performed best with a �ltering threshold of0.27, i.e. the term dictionary consists of those word pairs which co-occur with each other in a translatedsentence pair at least 27% of the time. A threshold of 0.11 performed best for a smaller corpus of twelvemegabytes containing only the UNICEF training documents and four megabytes of non-UN texts whichare also used in the full 250-megabyte corpus. For the blind test, therefore, the 12-megabyte corpus wasused with a threshold of 0.11.EBT term weighting is achieved by outputting multiples of each possible translation in proportionto the number of co-occurrences found when the term dictionary is generated, and allowing SMARTto weight each word on the number of times it occurs in the newly-generated translated query. In ourexperiments, we found that performance does not change beyond a weighting of 20, i.e. a total of 20words is output for each word in the query. For example, given the entry(WATER (AGUA 1953)(ABASTECIMIENTO 753)),EBT generates 14 occurrences of \agua" ( 20�19531953+753, rounded) and 6 of \abasticimiento" for each occur-15



Task Method ML.doc TL.doc ML.para TL.para ParametersMate GVSM .9897 .9352 .9897 .9573 SP=200,ntcMate LSI .9897 .9514 .9897 .9737 SV=200,ntcRetr GVSM .3846 .3672 .4096 .4053 SP=200,ntcRetr LSI .4286 .4148 .3916 .3834 SV=200,ntcTable 3: Results summary of mate �nding and retrievalrence of \water" in the query. At least one occurrence of each word is output, even if the proportionrounds to zero.5.5 Mate �ndingLSI was �rst extended fromMLIR to TLIR at Bellcore [17, 12], including the \fold-in" process mentionedearlier. However, the evaluation was unorthodox due to their lack of a bilingual corpus with queriesand relevance judgements (such as the UNICEF corpus we prepared). Mate-�nding was proposed:use a document in the source language as the query and determine if its translation (the \mate") isretrieved. Using LSI, a very high performance was achieved in 1990 and even higher in 1996. However,Dumais also reported that using machine translation produced an even slightly higher performance.The performance �gures for mate-�nding totally eclipse all published query-based document retrievalevaluations. We submit that the mate-�nding task is far easier than true query-based retrieval, andthus good performance in the former may not be a meaningful indicator of performance in the latter. Adocument and its translation mate are extremely close - identical modulo translation in fact { unlike aquery and the documents relevant to it. In order to test this hypothesis, we replicated the Bellcore mate-�nding experiments on the UNICEF corpus, using both LSI and GVSM, and contrast those results withtrue retrieval in Table 3. We used the full set of 1121 test documents, i.e., the union of the validationtest set (550 documents) and the evaluation test set (571 documents). The parameters are SV=200for LSI, and SP=200 for GVSM, which are the optimal parameters found on the validation test set, asdescribed in the previous section.As expected, GVSM and LSI exhibit very high MLIR performance (both AVGP=0.99) and TLIRperformance (AVGP=0.96 and 0.97 for paragraph alignment) in mate-�nding. These are comparableto the results reported by Dumais et al in a di�erent parallel corpus (the Canadian Hansard). Butour corresponding query-based retrieval performance (AVGP=0.41 and 0.38 for paragraph alignment)di�ered extremely from mate �nding. Hence, mate-�nding does not re
ect true IR performance inrealistic tasks, and it should be discarded as an overly optimistic evaluation criterion for TLIR.5.6 Monolingual retrieval on MEDLARSWe have shown the e�ectiveness of multiple corpus-based TLIR methods. However a question remainsas to how intrinsically \di�cult" the UNICEF corpus and queries are, compared to other (monolingual)corpora used in the IR community. To address this question we compared our monolingual IR results onUNICEF with the standard MEDLARS corpus and queries provided with the SMART system. Testingall our methods on each corpora also enabled us to see whether the relative performance ranking amongthe methods is preserved or not, in the monolingual case. Figure 8 presents the recall-precision curvesfor MEDLARS, showing:� MEDLARS is an \easier" collection for IR, as shown by the fact that all the methods perform muchbetter than in the UNICEF collection.� All the corpus-based methods clearly outperform basic VSM, in MEDLARS, indicating that the useof empirical word associations and occurrence patterns provides signi�cant bene�ts for MEDLARS.This is possibly the case because there is more room for improvement in terms of query expansion16
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SMART.basic (ntc) on UNICEFFigure 8: MLIR Performance of di�erent methods on two corporafor MEDLARS.� Other than the basic VSM performance di�erence noted above, the relative ranking of the variousmethods did not change signi�cantly. In both cases LSI performs better by a small margin overGVSM. PRF was somewhat closer to LSI performance in MEDLARS than in UNICEF.The e�ectiveness of the corpus-based MLIR methods also depends on how clustered the relevantdocuments are (e.g., in PRF: whether the retrieved subset of the relevant documents is representative ofthe un-retrieved relevant documents), and how close the query is to the relevant documents. Therefore,for some corpora (such as MEDLARS), word expansion techniques (which are essential to our corpus-based methods) are more e�ective than for other corpora (such as UNICEF). Nevertheless, our centralfocus here is to cross the language barrier via learning from a bilingual corpus; we have found that allthese methods are highly e�ective in solving this problem, regardless of how much they improve on (ordegrade from) the baseline MLIR performance on a particular set of queries and documents.6 ConclusionsThis paper reports a thorough evaluation of multiple methods for translingual retrieval in a query-basedretrieval task. Some methods were adapted from the literature and others are newly developed for TLIR.The latter set includes:� Example-Based Term Translation { using a bi-lingual corpus to translate query terms in a corpus-relevant context.� Translingual Pseudo-Relevance Feedback { using retrieved documents and their translations in abi-lingual corpus for query formulation in the target language.� Translingual Generalized Vector Space Model { using patterns of term occurrences in translateddocument pairs to establish translingual query-document similarities.Our comparative study indicates that corpus-based methods clearly surpass methods based ongeneral-purpose dictionaries, though results are a bit closer when the dictionaries are augmented withglossaries developed for Machine Translation systems. Our results demonstrate that TLIR methods canachieve performance approaching MLIR accuracy. More speci�cally, we conclude:17



� Translingual retrieval is viable by a number of di�erent techniques, ranging from term-based querytranslation and Pseudo-Relevance Feedback to Generalized Vector Spaces Model and latent SemanticIndexing.� In our translingual retrieval test, Example-Based Term Translation performed best in absoluteterms, but GVSM was a close second and LSI and PRF were not far behind. With respect to relativeperformance, all these methods showed only minor degradation from monolingual to translingualretrieval (TLIR/MLIR ratios of 87% to 101%).� Dictionary-based query translation, though popular in the literature, should be re-examined as theTLIR method of choice given the results in this paper, though even there, our dictionary results,especially when enhanced with a glossary, performed acceptably.� GVSM exhibited the most stable performance with respect to a large range of parameter values,while PRF had the smallest query-length after expansion for e�ective translingual retrieval, imply-ing the fastest on-line response. LSI performance can reach a similar stability, but has a largercomputation cost (time and space) in both the training and testing phases.� Mate-�nding is not a realistic test of translingual retrieval performance, when compared to standardevaluations with actual queries.TLIR is quickly becoming a vibrant �eld, and this paper raises at least as many questions as itanswers. Some follow directly from our work, and others follow from its limitations. Signi�cant questionsfor future research include: Are there unexplored TLIR methods of comparable or better performance?Which methods scale to much larger collections, and at what cost in time and space? Which methodsextend well to more disparate language pairs (such as English-Chinese)? Is it possible to exploit a smallparallel corpus together with large monolingual ones? Can these methods be extended to comparablecorpora (documents about the same topic in di�erent languages, rather than translation mates)? Canmachine translation play a more central role in TLIR, such as by automatically producing a parallelcorpus for (part of) a collection? What should the user interface to a TLIR system be? Should itinclude MT of retrieved target-language documents?AcknowledgmentsWe thank Christie Watson and Dorcas Wallace for their e�orts in corpus annotation. We are also gratefulto Xin Liu for his contributions to the improved and more e�cient implementation of the GVSM andLSI methods.References[1] Lisa Ballesteros and Bruce Croft. Phrasal translation and query expansion techniques for cross-language information retrieval. In 20th Ann Int ACM SIGIR Conference on Research and Devel-opment in Information Retrieval (SIGIR'97), pages 85{91, 1997.[2] Ralf D. Brown. Automatically-Extracted Thesauri for Cross-Language IR: When Better is Worse.In Proceedings of the First Workshop on Computational Terminology (COMPUTERM'98), August1998.[3] R.D. Brown. Example-Based Machine Translation in the Pangloss System. In Proceedings of theSixteenth International Conference on Computation Linguistics, pages 169{174, 1996.[4] R.D. Brown. Automated Dictionary Extraction for \Knowledge-Free" Example-Based Translation.In Proceedings of the Seventh International Conference on Theoretical and Methodological Issues inMachine Translation, 1997.[5] C. Buckley, G. Salton, J. Allan, and A. Singhal. Automatic query expansion using smart: Trec 3.In Overview of the Third Text REtrieval Conference (TREC-3), pages 69{80, 1995.18
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