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Abstract

Our algorithm, ParaMor, fared well in Morpho Chathe 2007 (Kurimo et al., 2007), a peer operated
competition pitting against one another algorittoesigned to discover the morphological structure of
natural languages from nothing more than raw teataMor constructs sets of affixes closely mimick-
ing the paradigms of a language, and, with thesetsires in hand, annotates word forms with mor-
pheme boundaries. Of the four language tracks irphtm Challenge 2007, we entered ParaMor in Eng-
lish and German. Morpho Challenge 2007 evaluatstesys on their precision, recall, and balanced F
at identifying morphological processes, whetheiséhprocesses mark derivational morphology or in-
flectional features. In English, ParaMor’s balangeécision and recall outperform at & already so-
phisticated baseline induction algorithm, Morfesg@reutz, 2006). ParaMor placed fourth in English
overall. In German, ParaMor suffers from a low ni@me recall. But combining ParaMor’s analyses
with analyses from Morfessor results in a set dlgses that outperform either algorithm alone, and
that place first in Famong all algorithms submitted to Morpho Challe2§67.

Categories and Subject Descriptors

1.2 [Artificial Intelligence]: 1.2.7 Natural Languge Processing
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1 Introduction

Performance at natural language processing tastfaent as speech recognition (Creutz, 2006) madhine
translation (Goldwater and McClosky, 2005) can iover with careful morphological analysis. But buidia
morphological analyzer for a natural language nexpuexpert language knowledge that may be in stumply.
In this paper we describe ParaMor, an algorithnh dlidomates the construction of a morphology aislygs-
tem for any language; and we present and discusd/®és performance in Morpho Challenge 2007 (Kuriat
al., 2007), a competition for algorithms that indube morphology of natural languages from notimage than
unannotated text.

1.1 Paradigms: The Structure of Natural L anguage M or phology

Both traditional and modern theories of inflectibmeorphology (Stump, 2001) organize natural languatpr-
phology by paradigms. Where a paradigm is the fsstidace forms a lexeme can take as it inflectgdtevant
morphosyntactic features. Following suit, our work unsupervised morphology induction also recognthe
paradigm as the natural organizational structuiieftéctional morphology.

One of the properties of paradigms we exploit inwark is that of the mutual exclusion of affix€Xonsider
Spanish verbs. Each verbal lexeme in Spanish ¢anupwards of 35 surface forms. Most of the surfaces
of a Spanish verb mark tense or mood in combinatiith person and number, but here we focus onele r
tively few non-finite forms of Spanish verbs. A 8jEh verb can appear in exactly one of three noitefforms:
as a past participle, as a present participley tine infinitive. If the verb occurs as a past ip#pte, then the verb
takes additional suffixes. First, an obligatoryfsufnarks gender, aa marks feminine, an masculine. Follow-
ing the gender suffix either a plural suffsg,appears or else there is no suffix at all. Tlek laf an explicit plural



Form Gender | Number Form Gender | Number
Past Participle Fem|n|_ne Singular ad a 2
Masculing Plural o] S
Present Participl¢ ando
Infinitive ar

Figure 1: Left: A fragment of the Spanish verbal paradigrmere are three morphosyntactic categories cov-
ered in this paradigm fragment: first, form; secogender; and third, number. Each of these thresgoa
ries appear in separate columns. And features withe feature column are mutually exclusive. Right:
The suffixes filling the cells of the Spanish vdrparadigm fragment for the inflection class ofvarbs.

suffix marks singular. The values of each individomeorphosyntactic feature (form, gender, and numbes
mutually exclusive. The Spanish lexem@ministrar, given here in the infinitive, translates tasadminister or
manage The feminine plural past participle afdministrar is administradaswhich can refer to a group of
women under administration, antime managed helfhere is no way foadministraror any other Spanish lex-
eme to appear simultaneously in the infinitive anda past participle form simultaneoushadmistrardas,
*admistradasar Figure 1 sketches the paradigm schema of Spawisfinite verb forms. In the left-hand table
the feature values for the form, gender, and nurfdegiures are given, while the right-hand tablesenés the
surface forms of the suffixes realizing the cormgping feature values for verbs belonging to tles<lof regu-
lar Spanistar verbs.

Our unsupervised morphology induction algorithm leitp the mutual exclusivity of feature-valued para
digms in two phases. ParaMor’s first phase idesttifiets of mutually exclusive strings which mimécguligms.
ParaMor’s second phase segments word forms intgpmeane-like pieces suggested by the discovered para-
digms. Currently, ParaMor can isolate word findfigas. ParaMor’'s methods can be straightforwaghyeral-
ized to prefixes and forthcoming work models segesrof concatenative morphemes.

1.2 Related Work

In this section we highlight previously proposechimally supervised approaches to the induction ofphol-
ogy that, like ParaMor, draw on the unique struetofr natural language morphology. One facet of Nirgho-
logical structure commonly leveraged by morpholagguction algorithms is that morphemes are rectirren
building blocks of words. Brent et al. (1995), Gadth (2001), and Creutz (2006) emphasize the imgjldlock
nature of morphemes when they each use recurrirrg segments to efficiently encode a corpus. These a
proaches then hypothesize that those recurring eseigmvhich most efficiently encode a corpus arelyiknor-
phemes. Another technique that exploits morphersaggeating sub-word segments encodes the lexefnges o
corpus as a character tree, i.e. trie, (Harri§51®afer and Weis, 1974; Demberg, 2007), or asite fstate
automaton (FSA) over characters (Johnson, H. andifM&003; Altun and M. Johnson, 2001). A trieRBA
conflates multiple instances of a morpheme intingls sequence of states. The paradigm structuNL_ahor-
phology has also been previously leveraged. Golths(@001) uses morphemes to efficiently encoderpusp
but he first groups morphemes into paradigm likacstres he calls signatures. To date, the workdrews the
most on paradigm structure is Snover (2002). SnimeaErporates paradigm structure into a generatiggstical
model of morphology.

2 ParaMor

We present our unsupervised morphology inductigorithm, ParaMor, by following an extended exampie
the analysis of the Spanish waxdministradagadministeredl The wordadministradasoccurs in the corpus of
Spanish newswire on which we developed the Paraligorithm. This Spanish newswire corpus contains
50,000 types. We hope the detailed example we lggve can flesh out the abstract step-by-step giiseriof
ParaMor in Monson et al. (2007).

Before delving into ParaMor’s details we note tvaaté which guided algorithm design. First, in ameg
corpus, a particular lexeme will likely not occuordll possible inflected forms. But rather eactelee will occur
in some subset of its possible surface forms. Skoee expect inflected forms of a single lexemééocorre-



lated. That is, if we have observed several lexemé@¥lected form A, and if B belongs to the same paradigm
as A, then we can expect a significant fraction of thtexemes inflected aé\ to also occur in an inflected
form with B.

2.1 A Search for Partial Paradigms

ParaMor begins with a search for partial paradignisre a partial paradigm is a set of candidatéxasf and a
candidate suffix is any word final substring. Therdradministradasgives rise to many candidate suffixes in-
cluding: stradas tradas radas adas das as s, and &. Referring again to Figure 1, the candidaféx s is a
true morpheme of Spanish, marking plural. Additibnathe candidate suffixeas andadas cleanly contain
more than one suffix: The left edges of the wordfistringsas andadasoccur at Spanish morpheme bounda-
ries. All other candidate suffixes derived fradministradasincorrectly segment the word. The candidate suf-
fixes radas, tradas, stradastc. erroneously include part of the stem, whig in our analysis, places a mor-
pheme boundary internal to the past participle menpead. Of course, while we can discuss which candidate
suffixes are reasonable and which are not, an @nsiged morphology induction system has no a pkoawl-
edge of Spanish morphology. ParaMor does not kndatwstrings are valid Spanish morphemes, is ParaMor
aware of the feature value meanings associatedmgtiphemes.

Each candidate suffix may be derived from multiplerd forms. The candidate suffstradasoccurs as the
final substring of eight wordforms in our Spanisbrpus, including the wordadministradas arrastradas
(wretched)and mostradagccustomed)The candidate suffigis a word final string of 10,662 wordforms in this
same corpus, more than one fifth of the unique foonds! When a candidate suffix is stripped fromuaface
word, we call the remaining word initial string andidate stem. The (incorrect) candidate sudtiradasgives
rise to eight (incorrect) candidate stems includidgini arra, andma

ParaMor’s initial search for partial paradigms ddass every candidate suffix derived from any wiman in
the input corpus as potentially part of a trueedfional paradigm. ParaMor’s search considers eachnull
candidate suffix in turn, beginning with that cadate suffix which can attach to the most candida¢ens,
working toward suffixes which can attach to fewenss. For each particular candidate suffix,, ParaMor
notes the candidate stemB,, to which f can attach, and then identifies the candidatdxsuff’, that forms
separate corpus words with the largest numbereafistin T . The candidate suffixf ' is then added to the par-
tial paradigm anchored by . In our examples, all eight of the candidate stémas takestradasalso form cor-
pus words with the candidate sufiirada(words such aadministrada arrastradg andmostradd and hence
stradawould be added to the partial paradigm begun fetradas similarly, the candidate suffix which can
attach to the largest fraction of the 10,662 caagidtems which have a word firsds &, at 5501.

Now with a partial paradigm containing two cand@atiffixes, ParaMor resefs to be the set of candidate
stems which form corpus words with both and f'. ParaMor then searches for a third suffix which f@m
words with a large subset of this nél. ParaMor continues to add candidate suffixes wmtd of two halting
criteria is met:

1.Since we expect suffixes from a single paradigmeeorrelated, ParaMor stops growing a partialgigra
if no candidate suffix can form corpus words witheast a threshold fraction of the stems in theenu
partial paradigm.

2.ParaMor stops adding candidate suffixes if the semdence for the partial paradigm is too meager—
ParaMor will only add a suffix to a partial paradidf there are more stems than there are suffinabe
proposed partial paradigm.

Figure 2 contains a number of search paths thatMRarfollowed when analyzing our Spanish corpussiMo
of the paths in Figure 2 are directly relevantite analysis oddministradas Search paths begin at the bottom of
Figure 2 and proceed upwards one candidate suféixteme. In Spanish, the non-null candidate sutfit can
attach to the most stemsdsThe search path begun franis the right-most search path shown in Figure 2. A
discussed above, the null suffi@, can attach to the largest number of candidatasste whichs can attach, and
so the first search step addgo the candidate suffix ParaMor then identifies the candidate suffas the suf-
fix which can attach to the most stems to whéadnd@ can both attach. Butcan only form corpus words in
combination with 287 or 5.2% of the 5501 stems toclws and@ can attach. As such a severe drop in stem
count does not convincingly suggest that the cadiduffixr is correlated with the candidatesaindd, Pa-
raMor does not add or any other suffix, to the now closed partialggigms.@. Experimentally we determined
that, for Spanish, requiring at least 25% of stéonsarry over when adding a candidate suffix seentiscover
reasonable partial paradigms.
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Figure 2: Eight search paths that ParaMor follows in searfclikely partial paradigmsSearch paths begin
the bottom of the figure and move upward. Candidaféxes appear ibold. The underlined¢andidate stifx
in each partial paradigm is the suffix added by st recent search step. Each partial paradigesdive
number of candidate stems which attach to all caidisuffixes in that partial paradigm. Horizoritaks be-
tween partial paradigms connect sets of suffixasdiffer only in their initial character.



Continuing leftward from the-anchored partial paradigm in Figure 2, ParaMdofe$ search paths from the
candidate suffixes, n, es andan in turn. The 7% candidate suffix from which ParaMor grows a paniara-
digm isrado. The search path fronado is the first path to build a partial paradigm thetludes the candidate
suffix radas relevant foradministradas Similarly, search paths frotrado andstradolead to partial paradigms
which include the candidate suffixeadasandstradasrespectively. The search path fretmadoillustrates the
second stopping criterion. Frostradofour candidate suffixes are added one at a tstrada strg, strar, and
stradas Only seven candidate stems form words when coado&ingly with all five of these candidate suffixes
Adding any additional candidate suffix to theseefsuffixes brings the stem count down at leasb¢oSince six
stems is not more than the six suffixes which wdaddn the resulting partial paradigm, ParaMor doetsadd a
sixth candidate suffix.

In our corpus of Spanish newswire text, ParaMarial search identifies partial paradigms contain®2%
of all ideal inflectional suffixes of Spanish, 8% of the ideal suffixes that occurred at leasténi the corpus.
Among the selected partial paradigms are thoselwtnooitain portions of all nine true paradigms far analy-
sis of Spanish. The high recall of the initial sacomes, of course, at the expense of precisidmleVéur
analysis provides nine true paradigms and 87 ursgtfixes, 8339 partial paradigms are constructadaining
9889 unique candidate suffixes. The constructetigbhgraradigms have at least three readily appdients.
First, the candidate suffixes of many partial pagacs overlap. At the end of the initial searchréhare 27 dis-
tinct partial paradigms that contain the reasonabledidate suffixadas Each of these 27 partial paradigms
geminates from a distinct initial candidate suffix; en acion amos etc. Second flaw, most constructed partial
paradigms contain many fewer candidate suffixes tt@the true paradigms of Spanish. And third, maanyial
paradigms include candidate suffixes possessed wfcarrect morpheme boundary. ParaMor addressefirgi
two flaws by merging together similar partial paguws. And ParaMor addresses the third flaw whilehier
ameliorating the second through filters which weetlless likely paradigm clusters.

2.2 Merging Partial Paradigms

To merge partial paradigms ParaMor adapts greezhaitthical agglomerative clustering. The detailthefspe-
cific clustering algorithm appear in Monson et @007). Here we continue our Spanish example ustilate
how partial paradigms are merged. Figure 3 contaissall portion of the partial paradigm clusteattbon-
sumes the partial paradigm built from the candidaffix an. The first eight steps of the partial paradignrcea
path froman appear in Figure 2. But the search path contimumis there are fifteen candidate suffixes in the
partial paradigma, aba aban ada adas adq ados an, andg ar, aron, arse ard, aran, ando. The partial para-
digm built froman appears on the center right of Figure 3. Duringstering,an's partial paradigm is merged
with a cluster that has previously formed from argee of two partial paradigms. These two partiaiapgggms
and their merged cluster appear at the bottonofeftigure 3. ParaMor decides which partial paradjosters
to merge by computing a similarity score betweeinspaf paradigm clusters. A variety of similarityetrics on
partial paradigms are possible. Looking at Figuré B clear that both the candidate suffix seid ghe candi-
date stem sets of partial paradigms can overlaps&@pently partial paradigms can share covereditf/pes.
For example, the bottom two clusters of Figure #hbmontain the candidate suffaxand the candidate stem
anuncj reconcatenating this stem and suffix we say Ilotth of these partial paradigms cover the boundary
notated word formanunci+a ParaMor computes the similarity of partial pagmi$, and their clusters, by com-
paring just such sets of morpheme boundary anmbtated forms. We have found that the particularilsirity
metric used does not significaptly affect clustgrifor the experiments we report here we use thmesimi-
larity for sets, given a$X n Y|/&X||Y|gl’2. It is interesting to note that similarity scoms not monotonically
decrease moving up the tree structure of a paatiotluster. Non-decreasing similarities is a consege of
computing similarities over sets of objects which merged up the tree. Returning to our Spanismpkaword
administradas Clustering reduces, from 27 to 6, the numberigtirttt partial paradigms in which the candidate
suffix adasoccurs. Clustering also reduces the total numbsegarate partial paradigms to 7511 from 8339.

2.3 Filtering Partial Paradigm Clusters

With the fragmentation of partial paradigms sigrafitly reduced, ParaMor focuses on removing ernasigo
proposed partial paradigm clusters. After clustgrire would expect that most sound clusters coveasonably
large number of word forms of the corpus. So Paréost filtration step simply removes all paitjgaradigms
which do not cover at least a threshold numberaforms. Monson et al. (2007) discusses our dogbipro-

cedure to identify a reasonable threshold. ParadMoently discards all partial paradigms which @b cover at
least 37 word forms. This first filter drasticallgduces the number of selected partial paradigras) 7511 to



17: a aba aban ada adas ado ados an ando
ar ara aron arse ara aran aria_ 6

Cosine Similarity: 0.715
532 Covered Types

15: a aba aban ada adas ad o ados an
ando ar aron arse ara aran 6

16: a aba ada adas ado ados an ando ar
ara aron arse ara aran aria_ 6 25: anunci, aplic, apoy, celebr, consider, desarroll,
desplaz, disput, elev, enfrent, estudi, expres,

Cosine Similarity: 0.664 form, hall, integr, lanz, llam, lleg, llev, ocup,

451 Covered Types pas, present, realiz, registr, tom
/ 375 Covered Types
15: a aba ada adas ado ados an ando ar 15: a aba ada adas ado ados an ando ar
aron arse ara aran aria 6 ara aron arse ara aran 6
22: anunci, aplic, apoy, celebr, concentr, confirm, 23: anunci, apoy, confirm, consider, declar, desplaz,
declar, elev, entreg, expres, fij, form, gan, disput, entreg, estudi, fij, gan, hall, inici, lanz, llam,
inici,lanz, llam, llev, pas, present, realiz, tom lleg, llev, ocup, pas, present, public, realiz, tom
330 Covered Types 345 Covered Types

Figure 3: A portion of a cluster of partial paradigms. Trendidate suffixes of each piat paradigm ¢
cluster node appear ioold, candidate stems are ialics. Suffixes incluster nodes which uniqut
originate in one child are underlinedlso noted is the number of types covered by gstial paa-
digm or cluster node.

137. Among the many discarded partial paradignomésof the six remaining partial paradigms contajridas
Althoughadascan be a valid verbal suffix sequence, the disghphrtial paradigm was built from forms includ-
ing gradas(stairg andhadas(fairies), both nouns. Also removed are all partial paradigontaining the incor-
rect candidate suffistradas—pseudo paradigms such as the partial paradign dquilrom the candidate suffix
stradopresented at the far left of Figure 2.

Of the 137 remaining partial paradigm clusters, entiran a third clearly attempt to model a morpheme
boundary to the left of a correct morpheme boundanyong these left-leaning clusters are those @oinigthe
candidate suffixeadasandradas including clusters which subsume the partial ginas built from the can-
didate suffixegrado andrado given in Figure 2. To filter out left leaning ctass ParaMor implements a strat-
egy inspired by Harris (1955). In a partial paradignodeling a legitimate morpheme boundary, the icktel
stems will likely take a wide variety of final cleaters, while, in reflection, the candidate suffixeill likely
begin with a variety of characters. Converselya ipartial paradigm attempting to place a morphemendary
internal to a morpheme, the candidate stems wilittpe@nd with the same character and the candgi#fixes
will mostly begin with the same character. We applig logic to build a filter that discards parthradigm
clusters with an obviously better morpheme boundarthe right of that proposed by the cluster. Sjweadly,
ParaMor examines the suffixes in each clusterll Ithe suffixes begin with the same character, tRanaMor
recursively inspects the partial paradigms thatld/@esult from stripping off that initial charactéom all the
suffixes in each partial paradigm that that clussebuilt from. If more than half of the clustetase partial
paradigms identify a likely morpheme boundary te tiight, then that cluster is entirely removed.

For example, consider the only cluster among theaneing 137 that contains the candidate suffixias One
of the partial paradigms this cluster is built fr@srthat partial paradigm given in Figure 2 whigminates from
the candidate stetnados namelytrada.tradas.trado.trados.trar.traron.ttdn Figure 2, thigradascontaining
partial paradigm is linked to the right with thertel paradignrada.radas.rado.rados.rar.raron.ré-obtaind by
removing the initialt from each candidate suffix. Although not picturedFigure 2, the partial paradigm
containingradasis further connected to the partial paradigda.adas.ado.ados.ar.arontbrough removal of



the initial r. And the stems of thisdascontaining partial paradigm end in a wide variefy characters,
suggesting a morpheme boundary. We measure stafrcfiaracter variety using entropy. If stem finlah@acter
entropy falls above a threshold value then Parab&es that partial paradigm as modeling a morpheme
boundary. We have found that even a conservative, éntropy cutoff discards nearly all clusters ethinodel

a morpheme boundary too far to the left. Applyihgs tfilter leaves 80 clusters, and furthermore cleteby
removes all clusters containg the candidate sifffiseelas and/orradas ParaMor currently contains no method
for discarding clusters which place a morpheme Hamnto the right of the correct position.

2.4 Segmentation

Finally, with a strong grasp on the paradigm stiest ParaMor straightforwardly segments the worfds oor-
pus into morphemes. ParaMor’s current segmentaigarithm is perhaps the most simple paradigm nespi
segmentation algorithm possible. Essentially, Parasfrips off suffixes which likely participate aparadigm.
To segment any wordw, ParaMor identifies all partial paradigm clustérat contain a non-empty suffix that
matches a word final string of. For each such matching suffif, 0C , where C is the cluster containing ,
we strip f from w obtaining a stent . If there is some second suffik' JC such thatt.f’ is a word form
found in either the training or the test corpugntiParaMor proposes a segmentatiomobetweent and f .
ParaMor, here, identifief and f' as mutually exclusive suffixes from the same parrad If ParaMor finds
no complex analysis, then we propoaeitself as the sole analysis of the word. Note tbateach word form,
ParaMor may propose multiple separate segmentatialyses each containing a single proposed stenswnd
fix.

Let us finish out our extended example of the aialpf the wordadministradas Among the 80 paradigm
clusters that ParaMor accepts are clusters contaihie candidate suffixesdas das as ands. Of theseadas
as ands identify correct morpheme boundaries, whikssdoes not. The clusters containing candidate sdtix
cannot be removed with either the size or the atigrgmplemented morpheme boundary filters. Amohg t
clusters which contaiadasseveral also contaiadg similarly dasandda, asanda, ands and@, each appear
together in at least one cluster. Replacingadministradasadaswith ada daswith da, aswith a, or s with &
results in the potential word foredministrada As administradadoes occur in our Spanish corpus, ParaMor
produces four separate analyses of the wadrdinistradasadministr +adasadministra +dasadministrad +as
andadministrada +s Each of these four analyses appears as is fifiléhaf analyzed words ParaMor produces.

3 Morpho Challenge 2007 Results and Conclusions

We entered ParaMor in the English and the Germaaaksrof Morpho Challenge 2007. In each track werstib
ted three systems. The first system we submittesl ReaaMor alone. ParaMor’s algorithm has free paters.
We did not vary these parameters, but held each sdtting which produced reasonaBleanishsuffix sets
(Monson et al., 2007). The English and German aarpsed in Morpho Challenge 2007 were larger than w
had previously worked with. The English corpus egm nearly 385,000 types, while the German coomus
tains more than 1.26 million types. ParaMor indupadadigmatic scheme-clusters over these larggyocar
from just the top 50,000 most frequent types. Bithwhe scheme-clusters in hand, ParaMor segmeaitede
types in each corpus.

The second submitted system combines the analysParaMor with the analyses of Morfessor (Creutz,
2006). We downloaded Morfessor Categories-MAP20(@reutz, 2007) and optimized Morfessor’s singie p
rameter separately for English and for German. \WWarized Morfessor’s parameter against arséore calcu-
lated following the methodology of Morpho Challen2@07. The Morpho Challengg Bcore is found by com-
paring Morfessor’'s morphological analyses to aredyim human-built answer keys. The official Morpblal-
lenge 2007 answer keys were not made availableetaihallenge participants. However, the officiaykéor
English and German were created using the Celabdaé (Burnage, 1990), and Celex was availabls.ts+
ing Celex we created our own morphological ansvegiskor English and German that, while likely ragrtical
to the official gold standards, are quite simil@ptimizing Morfessor’'s parameter renders the amsyse ob-
tained from Morfessor no longer fully unsuperviskdthe submitted combined system, we pooled Medgs
analyses with ParaMor’s in perhaps the most sirfgglion possible: for each analyzed word we addedad-
sor's analysis as an additional, comma separatalysis to the list of analyses ParaMor identifidiively
combining the analyses of two systems in this waydases the total number of morphemes in each’svord
analyses—likely lowering precision but possiblyreasing recall.



Submitted Systems English German
P R F P R F

Pl\‘rjl‘ro"’;';/"f‘ 41.6 65.1 50.7 51.5 55.6 53.2
ParaMor 485 53.0 50.6 59.1 32.8 42.2

Traine'\é' g;fgon etal 772 34.0 47.2 67.2 36.8 47.6

Bernhard-2 61.6 60.0 60.8 49.1 57.4 52.9
Bernhard-1 72.1 52.5 60.7 63.2 37.7 47.2

Pitler 74.7 40.6 52.3 N/A N/A N/A
Bordag-5a 59.7 32.1 41.8 60.5 416 49.3
Zeman 53.0 42.1 46.9 52.8 28.5 37.0

Table 1: The official Precision, Recall, and F1 scores friglorpho Challenge 2007, to three signifi-
cant digits. Only scores for submitted systems melkgvant to a discussion of ParaMor are in-
cluded.

The third set of analyses we submitted to Morphalléhge 2007 is the set Morfessor produced alortkeat
same optimized parameter settings used in our gudlentry.

Table 1 contains the official Morpho Challenge 2083ults for top placing systems in English andner.
Measuring by F, the clear winners on English are the two systemimnitted by Bernhard. The ParaMor systems
take fourth and fifth place. As expected, combinfayaMor’s and Morfessor’s analyses boosts reealt each
individual system, but hurts English precision, ligghly increasing k over ParaMor alone. ParaMor’'s more
balanced precision and recall outperform the basdlorfessor system with its precision centric gsed.

In German, the combined ParaMor-Morfessor systelieaed the highest;Fof any submitted system. Bern-
hard is a close second just 0.3 absolute lower-kedylistatistically insignificant difference. As \itEnglish,
Morfessor alone scores well on precision; in caitr®araMor’s precision is significantly higher fGerman
than in English. Combining two reasonable precisioares keeps the overall precision respectabléh Ba-
raMor and Morfessor alone have relatively low redaut the combined system significantly improvesall
over either system alone. Clearly ParaMor and Maide are complementary systems, identifying veffdint
types of morphemes.

Indeed, Morfessor is particularly designed to idgragglutinative sequences of morphemes, whileaRiar
focuses on identifying productive paradigms of liguaflectional suffixes. To gauge ParaMor’s parfance at
its likely strength of inflectional morphology, vegain used the Celex database to create morphal@giswer

English German
=] R Fi G P R Fy c
M orfessor 53.3 47.0 49.9 1.3 38.7 44.2 41.2 0.8

ParaMor 33.0 814 47.0 0.9 42.8 68.6 52.7 0.8

Table 2. ParaMor segmentations compared to Morfessor'suated forPrecision,Recall,
F,;, and standard deviation of,fs, against an answer key analyzed only for inftew!
morphology.



keys, this time analyzed only for inflectional mbgbogy. Table 2 contains the results of ParaMor ldlodessor
against these new inflectional answer keys. Paradétains remarkably high recall of inflectional mpbological
processes for both German and particularly Enghgbko notable, ParaMor’s precision is considerdblyer
measured against inflection only, as compared tasoming against both inflectional and derivatiomeirphol-
ogy. ParaMor is most likely identifying regular detional processes in addition to a large fractibthe inflec-
tional morphology.

We are excited by ParaMor’s strong performanceaedeager to extend our algorithm. Recent expetsnen
suggest that the precision of ParaMor's segmemtsittan be improved by building partial paradigntarr
cleaner language data. Perhaps ParaMor and Morfessstly different strategies for morphology ition
can be combined in an even more fruitful fashiore 850 intend to extend ParaMor to analyze seqseoice
affixes by combining separate analyses.
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