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ABSTRACT

This paper describes the two Story Link Detection systermeétpe
Mellon University (CMU) developed, and examines why thesr-p
formance on the evaluation data was considerably worsegkan
pected while performance on an alternate evaluation setredthe
performance on the training data.

1. Introduction

Carnegie Mellon University submitted two systems to thecafi
TDT-3 evaluation for the Story Link Detection (SLD) task. €'h
two systems were independent implementations of essigntie
same method with differing attempted enhancements. Dpredot
of multiple systems was enabled by a common code libraryofad-
ing TDT story collections and processing the test data file;anly

code which must be implemented for each new SLD system is th

actual similarity/confidence computation. This commomdily is

ing which threshold to use, multiple TDT sources may be ¢éeaits

a single source; training on the dry run data, it was detezthiinat
performance of our first system was best (for the default rdafe
of ten source files) if the New York Times and AP newswire were
treated as one source aatl other TDT sources combined into a
second source.

The first of our systems, identified as CMU-1 in the evaluation
and using the system identifier COSINE, uses incrementalOF*
weighted cosine similarity measures to determine whetheottwo
documents discuss the same topic. The stop-worded nevesstioe
converted into binary term vectors (any nonzero number cfioc
rences reduced to 1) which are then weighted by the TF*IDEeval
of each term. To decide whether two stories are linked, trsneo
similarity measure — the normalized inner (dot) product theftwo
orresponding term vectors is computed, and a YES decisitpub
if the similarity is above a predetermined threshold.

an outgrowth of the DTREE topic tracker from the TDT-2 prajeC rq; the evaluation, the TF*IDF values for COSINE were irlitied

[1, 4].

These systems were run on three distinct data sets. The"@irgt (
run”) consisted of story pairs selected from the six monthsews
stories originally collected for the TDT-2 projectin 1998e second
(“evaluation”) consisted of previously-unseen pairs steld from
an additional three months of previously unseen news stoaed
the third (“alternate”) consisted of additional pairs sl from the

same three months of new data, which was provided in respons

to the dismal performance on the evaluation set of all subuhit

from the complete collection of English documents in the-iny
data set which was available for training. As the evaluatiata was
processed, the TF*IDF values were incrementally updatextiapt

to changing patterns of use over time. The COSINE system can
additionally apply a time-based decay to the similarityrecmaking
temporally distant story pairs less likely to be declarexdéid, but

this feature was not used as it was determined to be detrihtnt
tge cost measure during early testing.

The second system, identified as CMU-2 in the evaluationlsis a

systems. Both the dry run and alternate sets selected ttoeyr s based on weighted cosine similarity measures, though ifférent

pairs from among those stories which had received eveniddbe
the tracking task, while the evaluation set contained 12f@lickate
matches for each of 180 seed stories selected at random.

2. System Descriptions

Both of the systems submitted for the TDT evaluation usedtme-
mon library to load the story collections and additional coom
code to provide those portions of the test and control meshan
for the story link detection task which are independent efdtual
similarity determination. Because of this common codetwitesys-
tems also have many of the same capabilities, such as stapingo
and table-based stemming of the stories as they are loadeédhea
ability to automatically select the optimum thresholdsdeclaring
a pair of stories to be linked.

weighting and thresholds. Unlike the COSINE system, thalog
rithm of the term frequency was used ('ltc’ rather than 'nitc'the
terminology of the SMART document-retrieval system[3J)dahe
TF*IDF statistics were derived solely from the test stoesthey
were processed, rather than having been initialized froendiix-
month training corpus. The CMU-2 system additionally carga
a probabilistic modeler, which was disabled for the evaduat

3. Performance

Table 1 lists the results of the seven runs CMU submitted ¢o th
December 1999 evaluation, showing the normalized cost uneas
Ciing for each run. While the CMU-2 system performed worse than
it had on the training data, it still did much better than CMU-
which had been designated CMU'’s official system for the eaalu

Note the use of the word “threshaldn the previous sentence. The tion. In fact, CMU-1 had a cost measure worse than the strawma

decision threshold is actually a split threshold, with eliéint values

strategy ofnever indicating that stories are linked (“Just Say No”).

depending on whether or not the two stories come from the sam&he majority of this difference in performance is due to tlifeed

source; this permits a laxer threshold when the two storegram
sources which may have different styles. For the purposssletit-

ent decision thresholds selected for the two systems — CMiSe2l
much higher thresholds, which proved to be quite close tofe



System  Transcription Deferral  Non@i(;,.x) event. Of the randomly-selected stories, those which haddme
CMU-1 ASR 1 1.1260 label as the initial story were considered linked, whilestaavhich
CMU-1 ASR 10 1.0943 did not were considered not linked.

CMU-1 ASR 100 1.0921

CMU-1 manual 1 1.1477 In contrast, the evaluation data was not limited to the subfsthe
CMU-1 manual 10 1.1657 collection which had been labeled. However, it is not ckegriori

CMU-1 manual 100 1.0974 whether restricting the test to labeled documents helpsids per-
CMU-2 ASR 10 0.4667 formance. Using only labeled stories may make the decisisiee

since many confounding stories would not be included in thia d
set, i.e. bombings other than those for which labels hava bse
Table 1: Official Evaluation Results signed. On the other hand, similar labeled events which ldhont
be considered linked will make up a larger proportion of theéuced
data set, increasing their impact.
timum for the evaluation data. Tuning the CMU-1 system on the

evaluation data yields a normalizé,., near 0.58, almost exactly Figure 3 compares the distribution of similarity scores poied by
a factor of two improvement. the CMU-1 system on each of the three data sets. The scoradbr e

story pair was placed into one of 1000 bins by truncating toeesto
The current (post-evaluation) best performance of the CM&ys- 3 decimal places, and the number of elements in each bin \eas th
tem with a ten-file deferral period produces a normalizgg,, of plotted. The Y axis of each plot has been truncated somewhat t
0.1399, 1.1320, and 0.1392 for the dry-run, evaluation @tednate  better illustrate the behavior in the region 0.1 to 0.2. Adésr from
data sets when tuned on the dry-run data set. Even thougtethe p the figure, the distribution of scores are very similar beiwéhe
formance on the training data is now slightly better tharaitibbeen  dry run (top) and alternate (bottom) data, and quite difiefer the
at the time of the official evaluation, performance on thdwation  evaluation data (middle). Note the local minimum near @lo#ved
data is worse because the selected thresholds have shitiedue- by alocal maximum at 0.2 in the top and bottom graphs; this beay
ther away from the optimum for the evaluation data. The CMU-2an indication of two well-separated Gaussian distribigifor linked
system currently achieves cost values of 0.1267, 1.28@Qar269  and non-linked story pairs.

for the dry-run, evaluation, and alternate data sets. o ] ) o
Further indications that the evaluation data is qualiedgidifferent

Figure 1 shows how errors and false alarms made by the CMU-from the training data are given by the dramatically highgtiroal
system may be traded against one another by varying thehthices  thresholds (0.18-0.22 versus 0.065-0.075 for CMU-1) areddif
on the similarity measure for each of the three test setsurgig  fering effects onCi;,, of various parameter settings for those data
plots the equivalent Detection-Error Tradeoff (DET) cugver the  sets. Thus, disabling TF*IDF weighting in the CMU-1 systeaub-s
CMU-2 system. It is obvious that the December 1999 evalnatio Stantially (40% or more) increasé€; . forthe dry run and alternate
data yields a DET curve which differs markedly from thosetfue  Sets, yet moderatetjecreasesthe optimumCi;,,. for the evaluation
other two data sets on both SLD systems; this will be examinedet, from 0.58 to about 0.50. Similarly, applying a time-dzhdecay
further in the next section. to the similarity score worsens;;,, on the dry run data, but im-
proves performance on the evaluation data — even when thensys
Another way to present the performance is with e measure s first tuned on the very data on which it is to be tested. Thera
which is commonly used in the broader information-retrlesam-  effect indicates that the events in the evaluation data achrmore
munity. £ is defined agpr/(p + r), wherep is precision (propor-  temporally focused than the events in either of the othex. set
tion of retrieved documents which should have been retdpaadr
is recall (proportion of documents which should have beérered .
that actually were retrieved). When tuned foron the dry-run data 5. Conclusions and Future Work

set, CMU-1 currently achieves micro-averagédvalues of 0.92,  aAjthough both Carnegie Mellon SLD systems performed veryl we
0.56, and 0.93 on the dry-run, evaluation, and alternaia sietls —  on the training and alternate evaluation data sets, pegfoc@on the
very good except on the evaluation set. Even when tuned on thgfficial December 1999 evaluation data leaves much to beatesi
evaluation dataf’; for the evaluation setis only 0.70. In light of these results, it is clearly imperative to find an#arity
measure which is less affected by differences in the dasa set

4. What Went Wrong? The common code for processing the test file already supfiwts
Cross-validation on the training data using the COSINEawyded  use of multiple decision strategies and a variety of mettiadsom-
us to expect that the cost measure would be 20 to 30% higher ohining their outputs into a single decision (majority votegighted
the evaluation data than on the training data, yet the CMlystesn  votes, all-but-one, etc.). By coding additional simikaniheasures
had a cost some six times as high and the CMU-2 system had a coshich make independent errors, such a multi-strategy SLddesy
measure more than twice as high. Why did the two systems far@romises better overall performance than any one of its corapt
so much more poorly on the evaluation data than on the tginin strategies. Combining independent decisions has provbea teen-
data? The simple answer seems to be that the evaluationdata éficial in speech recognition (the ROVER system[2]) and inlC&/1
dramatically different from (and “harder” than) the traigidata. own investigations on improving performance on the tragkismsk

(described elsewhere in this volume).
The dry-run training data (as well as the alternate test sestted

after the December 1999 evaluation) was generated by ukig t An obvious extension to the existing split threshold wowdd use
event-labeled stories in the English portion of the coitetand as-  a different threshold for each possible combination of nseasrces
sociating 120 random other labeled stories with one stamyfeach  (those “sources” possibly encompassing multiple TDT sesixclt is
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Figure 1: Performance Variation by Data Set: CMU-1 System
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Figure 2: Performance Variation by Data Set: CMU-2 System
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Figure 3: Comparing the Distributions of Similarity Scores

not clear whether there would be sufficient training matédiaccu-
rately set the pairwise thresholds for more than three ardources,
even if the problem of dramatically different optimal thinedds be-
tween training and test sets were not an issue.
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