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ABSTRACT

This paperpresentsa techniquefor generatingChinesesentence$rom the Interlingua
expressionsisedin the KANT knowledge-basedhachinetranslationsystem.Chinese
sentencesire generateddirectly from the semanticrepresentatiorusing a unification-
basedgenerationformalizationwhich takesadvantageof certainlinguistic featuresof
Chinese. Direct generationfrom the semantic form eliminates the need for an
intermediate syntactic structure, thus simplifying the generation procedure. The
generatioralgorithmis top-down,data-drivenandrecursive.The descriptivenatureof
the pseudo-unificationgrammar formalism used in KANT allows the grammar
developerto write very straightforwardsemanticgrammarrules.We alsodiscusssome
of the crucial problemsin Chineselanguagegenerationand describehow they canbe
dealt with in our framework. This techniquehas beenimplementedin a prototype
Chinese sentencegenerationsystemfor KANT. Some implementationdetails and
experimental results concerning the prototype are presented at the end of this paper.

1. Introduction

Natural languagegenerationin general contains several processes.content planning; sentence
planning; and surface realization (sentencegeneration),each of which also contains several
subprocessegNirenburg, et al., 1989). Content planning, or strategic generation, involves
determiningwhatto say;sentencelanningorganizeshe contentto be conveyednto sentence-sized
units, selectingpropertense voice, mood, etc, aswell asthe properwordsto be used.On the other
hand, surfacerealization,or syntacticgenerationdeterminesthe syntacticstructurefor a sentence,
inflecting wordsproperly whemecessary, anplacing wordsn the proper orderThe latterprocesss
sometimes referred to as tactical generation in some literature.

In knowledge-basethachinetranslationsystemsuchasKANT (Mitamura,etal., 1991),the content
planning processis lesscrucial thanit is in explanationgenerationfor expertsystemsor database
dialoguesystemsigthe input to the generationmodulein KANT is usually a sentence-sizedunit of
meaningrepresentationyhich alreadycontainsthe sourceinformationfor sentenceplanning.Hence
the scope of this paper is limited to the issue of word selection and sentence generation.

In this paper we presenta technique for generating Chinese sentencesfrom the semantic
representatioencodedn the semanticframe representatiorginterlingua)usedin KANT. Basedon

the featuresof the Chineselanguage we have constructeda unification-basedyenerationgrammar
which generate€hineseoutputdirectly from the semantiaepresentationywhich eliminatesthe need
for an intermediatesyntacticstructureand thus simplifies the generationprocedure The generation
algorithm used is top-down, data-driven and recursive (Nyberg, et. al, 1989).

Before giving a detailedexplanation,we first give an outline descriptionof our techniqueand the
structureof the interlinguatext (ILT) (Section2); then we discusssomefeaturesof Chineseand
explainwhy we choosethe techniqueproposedn this paper(Section3). Thenwe proceedwith an
explanation of the semantics-based generation technique itself, including lexical selection, the ps
unification framework for knowledge-baseepresentationand the generationcontrol algorithm
(Section4). Thenwe discusssomeof the crucial problemsin Chineselanguagegenerationand how

we deal with them in our framework (Section5). Finally, we presentan overview of the system's
implementatiorand concludewith a discussiorof someopenissuesrelatedto our technique All of



the examples in the paper are drawn from our system's current output.

2.Features of Chinese and Generation Strategy

Chineseis very differentfrom Englishand other EuropeananguagesBesideghe obviousdifference
in the numberof elementf characteisetandtheir appearanceherearemanydifferencesn syntax,
andin the relationshipbetweensyntaxand semanticsFirst of all, Chinesedoesnot manifesta high

degreeof morphologicalcomplexityin term of typesof grammaticalmorphemesvhen comparedo

otherlanguagesHenceit is characterizedas an isolating language(Li and Thompson,1982). For

example,thereis no inflections which function as numbermarkerson nouns,such as the plural

morpheme"+s” in English; thereis no inflection of verbsto signal differencein number,person,
tenseor aspectsuchasthe Englishforms"give, gives,given, giving" for theverb"give". Thereis no

number and gender agreement betwadrject and verb. Toonvey these different meaninghinese
usesopenclasswordsthemselveswith the help of word order cuesand someclosed-classunctional

words..

Secondly,Chineseis not an easylanguageto classifyin term of relative word order betweensubject,
objectandverb, suchSVO, SOV,or VSO. This meanghat sentencesvith verbsat the beginning,in
the middle, and ahe end ofa sentence came found in théanguage. The orden which basiovords
and phrasesoccur is governedto a large extent by considerationsof meaning rather than of
grammatical functions. For example,ganeral, a pre-verbal locative phrasgnals the location ain
action,while a post-verbalocative signalsthe locationof a personor thing asthe resultof the action.
The following examplesshow that these positions are not interchangeablen Chinesesentences,
although in English their corresponding prepositional phrases are all at post-verbal position:

1.affbft 4= 5 B b 44t 7%=.(He isrepairinga carin the garage

1.bft % 7 B A fb % 53 BL.(He park the carin the garage

Moreover,Chineseis a topic-prominenianguage The topic alwayscomesfirst in the sentenceand
signalswhat the sentencewill be about.The topic of a sentencecan be the subjector object of the
sentence, a timghrase, docative phrase oeven somethingvhich does nohecessarily relatdirectly
to the verbin the sentence.Therole of topicalizationandits effecton semanticcontentis suchthat
the movemenbf constituentoccursmuchmorefrequentlythanin English. The following illustrates
another very typical example:

2.aftu i i fi.
2. bit e
2.oftu 2 fis i 7.
2.dftsftr e

Whereffs meand , {ff meansbuy, fft meansbook, andfts is a particle to signal perfect aspect or
a sentence-final particle to signal a new situation. Superficially, all the sentences listed above talk
about the same thing, while their precise meanings are quite different. The first sentence is a net
way to say "l have bought a book." The second one, an SOV structure, is a way to say "l have bot
the book." But this sentence is typically used in a situation in which what is being conveyed is
contrary to the expectation held by the listener. The third example 4§ tt@nstruction, emphasizing
what has been done to the object or what is the result of the 'doing’, fliterme) is a verb
originally, but here it combines withii and functions as a directive. The final example is the
topicalized form of the sentence, signaling that the current topic of the conversation is the book. |
example, we can see that the same words can occur in many different orders, implying not just
different ways of saying the same thing, but ways of achieving quite different communicative goals
Therefore, these patterns are not generally interchangeable in a given context.



Thesedistinct featuresof Chinesegive rise to a lot of challengesn both analysisand generationof

ChinesesentencesDuring analysisof Chinese the syntacticmeansdoesnot provide muchclue. In

the examplecontextgiven above,both 2.b and 2.d can occur; theseare difficult to analyzewithout
appealto semanticand pragmaticsin sentencegenerationthe generatoris forcedto chooseone of

many possibilities t@onvey the originameaning properly, basexh both themeaning to beonveyed
and the context in which the meaning is to be expressed.

In short, syntacticcluesare not adequatdor Chineseprocessingwhetherit is sentenceanalysisor
sentencegeneration Both processesre heavily dependenbn word meaning,pragmaticsand other
sourcesof knowledge Basedon this observationwe adopta sententiasemantiaepresentatiomased
on concepframesasthe basis forthe sentencegenerationjnstead ofmoretypical syntacticstructures.
We map the semanticstructuresdirectly into linear structures(sentencesyvithout first converting
them into f-structuresas in a typical KBMT application (Goodmanand Nirenburg, 1991). This
techniqueallows us to constructa semanticgrammarwhich modelsthe direct relationshipbetween
semantic predicate-argument relations and the linear realization of the sentence.

3. Generation From Semantic Frames

The input to the generationmodulevaries greatly from systemto system. The differencebetween
input representationsusually reflects the difference between choices of machine translation
methodology.As mentionedbefore, our systemutilizes a version of the interlingua representation
used in KANT.

The KANT interlinguais basedon the notion of concept frames. Eachconceptframerepresents a
given unit of meaningalong with its specific propertiesand/or its relationshipswith the other
conceptsreflectedin the utterance.There are severalkinds of conceptsin the system'sontology
(Leavitt, etal., 1994). The basicconcepttypesareobjects,eventsand propertieswhich arethe basic
elementsof our interlingua text (ILT) and typically representnouns, verbs and adjectives.The
representation®f a single sourcelanguageinput is a kind of semanticnetwork which contains
instancesof conceptsfrom the ontology. Like other artificial and formal languagesthe interlingua
hasits own lexicon and syntax. A BNF-like specificationof the structureof the conceptframe is
briefly shown as follows:

<concept frame> := (<concept nane> <relationship wth other
concept s>*)

<rel ationship with other concepts> := (<relation> <concept franme>)|

(<property> <val ue>)

<relation> := agent|patient|theme|location|tine|predicate]..

| reason| pur pose| condi ti on| sequenti al -event]| ...

| attri bute|type| obj ect]|proposition|..

|intensifier]|...

nood| t ense| aspect | negati on| ..

nunber | ref erence| ..

<val ue> : = <synbol >| <stri ng>

<property> :

A concept frameontains aoncept namand anarbitrary numbenf slot-valuepairs representinthe
propertieghe concepthasand/orthe relationshipsof this conceptwith otherconceptsn the sentence.
Both the conceptnamesand other slot namesof the encodinguse English strings; however,they
representanguage-independenbnceptsn the sensehatboth English speakersind otherlanguage
speakerscan use them for meaning assignmentto lexical items in their respectivelanguages.
Different conceptssuchas objects,eventsand propertiesuse the sameframework of representation
with different sets of relation and property lab&gsntences, for example, are typically represeitigd
an evenframe whichcontainsinformation abouthe meanin@f the propositionan instantiatiorof a
predicateand its argumentsas well as non-propositionainformation about modality, speechacts,
focus, discourse relationship and so forth. See the example below:

NOTE: The fruck must be parked on a level surface.



(* E- PARK
( MOOD DEC)
(PASSI VE +)
( MODAL NECESSI TY)
( COVPULSI ON +)
(LABEL (*O NOTE))
( THEME
(* O TRUCK
( REFERENCE DEFI NI TE)))
( LOCATI ON
(* O SURFACE
( REFERENCE | NDEFI NI TE)
(ATTRI BUTE (*P-LEVEL)))))

Thetaskof sentencgenerationpf coursejs to mapthelLTs to a targetlanguagesentencer phrase
accordingto the concepttype of the ILT. Traditionally, thisis donein threephasesn KANT: lexical
selection, f-structure creation, and syntactic generation.In the lexical selectionphase,the most
appropriatdexical item or itemsare selectedor eachframein theILT. ThentheILT andthe setof
appropriatecandidatdexemesare analyzedo determineand producea syntacticfunctionalstructure
(f-structure) for the target utterance.Finally, the syntactic generationphaseproducesa properly
inflected and ordered output sentence according to the target language generation grammar.

The method adopted in this paper uses only two phases of generation, instead of three: lexical
selection and semantics-based generation. The functions of the first phase stay almost the same.
major difference is that the target utterance is generated directly from the concept structure in one¢
during the semantic generation phase. We will describe both of these phases in more detail in the
following sections, while keeping our focus mainly on semantic generation.

4. Semantics-Based Generation Using Pseudo-Unification
4.1 Lexical Selection

Propositional meanings are typically realized by open-class lexical items, with the assistance of s«
non-propositional information about modality, speech acts, focus, discourse relations, etc.

As mentioned above, the ILT contains information about the meanings of propositions as well as
closed-class items. Non-propositional meaning can be realized with the help of lexical items, worc
order or selection of specific syntactic structures. The lexical selection process, especially with res
to open-class lexeme selection, is one of the most important tasks in machine translation (Goodr
and Nirenburg, 1991). We give only a brief description of lexical selection here; for more details c
lexical selection in KANT, see (Mitamura, et al., 1991; Nyberg, et al., 1989).

The basicmeansby which lexical selectionis performedis via thematic-rolesub-categorizatiorEach
nounandverbin the generatiorlexiconis sub-categorizetbr its appropriatehematicroles.To find

the most preferredlexical choice,the systemmust comparethe thematicroles of various lexical

candidateswith the roles of a given input or propositionin the ILT to be realized.To provide the
knowledge neededin this phase,the generationlexicon has to information about the desired
subcategorizatioriillers for eachlexical item where appropriate.The structureof our generation
lexicon is as follows:

(<concept name>

<sub-categorization information and its concept hierarchy in domain onto>
<Chinese correspondent word>

<fransformation rules>)

The <concept name> is the same as the concept name used in the ILT, which serves as the inde
which matches corresponding Chinese lexicon items. The <sub-categorization information and its



concept hierarchy in the domain ontology> is the main source of information to be compared with
sub-categorization information in the ILT to be realized. When the system selects a Chinese word
realize a concept, it finds all the candidates through its <concept name> and then selects the on
which best matches the ILT. The badness of the match between a canditate and the ILT is judgec
the number of semantic constraint violations in its thematic roles. If two candidates have the sam:
number of semantic contraint violations, their order in the lexicon will decide which one will be
selected. Otherwise, the match with fewest violations is chosen. Once a candidate lexeme is sele
its <Chinese correspondent word> is selected to realize the concept. The <sub-categorization
information and its concept hierarchy in the domain ontology> indicates how to transfer the them:
roles in the ILT into corresponding roles in the Chinese word concept frame. When the interlingus
concept does not exactly match the concept represented by the Chinese word, the <transformatic
rules> will be used to transform the resulting sub-categorization to the proper form.

For example, some concepts in the ILT, such as *e-make, will have two different interpretations ir
Chinese depending on the context; onéfis the other isflh4="

3.a If you make alferations, you must provide adequate lifting devices.
b7 bt 2, 2 s AL B AR B &
3.b The conditioner and the antifreeze is not made by this company.

o5 BB 5 O T W A A A

Our generation lexicon will contain all the possible interpretations of the concept ‘'make’, including
the following to help the system to make the right selection:

(*e-make
((is-a (value *mental-action))
(agent (sem (*or *human *institution)))
(theme (sem *abstract)))
((root "f")
(cat (value v)) (subcat (value vt)))
)
(*e-make
((is-a (value *action))
(agent (sem (*or *human *institution)))
(theme (sem *merchandise)))
((root "fh%")
(cat (value v)) (subcat (value vt))
)

When the the system processeie ILT of 3.a, thefirst lexemewill be selected becausalternationis
an abstractconcept, while the secondlexeme matchesbetter with the ILT of 3.b, since the
‘conditioner’ and the 'antifreeze’ are merchandise.

In the lexical entries shown above, no transformation rules are specified, which means that there
transformation needed for this concept. In some cases, however, transformation is required. In th
case, the transformation rule set will provide the necessary information about how to map the con
structure in the ILT into the proper form. The details of this lexical transformation are omitted here

4.2 Generation Based on Semantic Function
Almost all languagegenerationsystemsadopt somekind of grammarformalism to fill the gap

betweentheir internal meaningrepresentatiorand the linear structureof their correspondingarget
languageThis is usuallydonein two steps.First, they converttheir internal semanticrepresentation



to somesort of intermediatesyntacticstructure, like the f-structurestypically usedin KANT. Then,
taking the intermediatesyntacticstructureas input, a syntacticgenerationprocedure(perhapshased
on a unification grammar) is used generate the sentence of a target language.

Essentially, the principle of this formalism of generationis to decide the strict positions of
constituentsn the surfacestring via their grammaticafunctions.But whetherthe grammarfunctions

in thelanguagecanuniquelydecidethe positionof the constituentsn the surfacestringis not easyto
answer, because the answer usually varies form language to language. Even though the answer
yes,we still havethe problemof how to find waysof mappingthe internal semanticrepresentation
into the intermediate structure, say f-structure, with high accuracy.

The semantic-basedenerationschemepresentedn this paperis different. We generatesentences
form the semantidnternalrepresentatiorthe ILT, directly. The basicideabehindthe techniques to
combine thdawo stepsmentionedabove intoone.The generatiorprocedure takethe LT astheinput
and generates a Chinese sentaname step. Therinciple of this techniques to decide th@ositions

of constituents in the surface string not by their syntactic functions, but by their semantic function:

/ actio n;L%/ meaning representation
| [agent] .

| [patient] \

| [time]
[location]
[source]
[destination]
[duration]

[quality]

[location] A
[duration]
i i i i ti atient
[topic] [agent]  [time] [location] [patient]  [source]  action [patient] [quality]
The linear order of the constituents in the setence [destination]

Figure 1. Semantics-based generation.

The implementationof the techniqueis basedon a grammarformalism called PseudoUnification

Grammar,as implementedin GENKIT (Tomita and Nyberg, 1988), which is the sameformalism
usedin the Generalized_R Parser(Tomitaand Carbonell,1987). The PseuddJnification Grammar
formalism resemblesthat of PATR-II. Although it is originally motivated by and designedfor

syntactic analysisand generationbasedon unification, its notation and the control structure are
generalenoughand powerful enoughto be adoptedin semantics-basedeneration.The generation
rules are designedto processa ILT by decomposingt into smaller ILT pieces,such that each
substructure corresponds to a particular phrase-structure category in the target language.

Eachrule of the formalism consistsof a context-freephrasestructuredescriptionand a cluster of
pseudoequations.The non-terminalsin the phrasestructurepart of the rule are referencedn the
constraintequationsaasx0 ... xn, wherex0 is the non-terminalin theleft handsideandxn is the nth
non-terminalin the right hand side. Originally, the pseudoequationsare usedto check certain
attributevalue,suchasverbform , personandnumberagreementandto constructor disassemblé-
structure.Now it is alsousedto checksemanticattributevaluesandto disassembléLT insteadof f-
structure. Followings a sampleule of our generatiorsystem, whictseemsrery similarto a rulein a
syntactic-based generation system.

(<dec-act-s> --> (<np> <vp>)
(((x0 mood) =c dec)
(X0 subcat) =c vb)
((x0 passive) = *UNDEFINED*)



((x0 agent) = *DEFINED*)
x1 == (x0 agent))
(x2 =x0)

Whentherule is activated the <dec-act-s>pr x0, will containthelILT to berealizedasa declarative
activesentenceT he constraintequationscheckthe moodof the ILT, the categoryof the verb chosen,
thevoice of the ILT. Thenthey movethe agentfrom theILT to x1, to realizeit asan <np>, and put
the remainingpart of the ILT into x2, to realizeit asa <vp>. The orderof the elementsn the right-
handside of the context-freephrasestructuredescriptionof the rule decidesthe order of the two
constituents in the linear structure of the sentence to be generated.

All the generatiorrulesare written in this unification-basedtyle. The generatiorrules,then,serve
asthe knowledgesourcedor languagegenerationGENKIT will compiletheminto LISP codewhich
can be further compiled into binary code for run-time use.

4.3 Control Structure

The basic control structure implemented in our generator is Top-down and Left-right. When GENI
compiles the generation knowledge base, that is, the rule set, it compiles all the rules that have
identical left-hand sides in their context free phrase structure rule part into a single Lisp function.
Therefore, the generator consists of different functions named according to different left-hand side
the context free rule part of the rules which appear in the rule set. The GENKIT compiles the rule
a particular way, such that when the function is invoked the evaluation of these rules in the functi
ordered according to the order of the rules in the original rule set. When generating a sentence, t
generator takes an ILT to be realized as its input and fire the appropriate rules to generate a sent
based on the order in the grammar. A higher-level rule usually disassembles the ILT and calls lov
level rules in the order in which they occur in the right-hand side of its context free phrase structu
rule part, producing a string and returning that string to the calling rule as a substring to be
assembled; otherwise a failure will be reported and the next rule will be tried. The generator conti
generation until a rule with the highest non-terminal in its hrase structure left-hand side (e.g.,
<START>) succeeds. In that case, a sentence will be produced and the generator will stop.

Obviously, the goal of grammardesignis to achievethe widest grammaticalcoveragepossible.
Keepingthis goaland GENKIT evaluationorderin mind, we mustorderensurethat therulesin the

grammarare orderedproperly. The principle governingrule orderingis to consumeas much as

possible of the input ILT. To accomplish this, there are several strategies whch can be used.

Thefirst strategyis to considerthe mostcomplexcasefirst. By ‘complexcase'we meanthe casein

which more constituentstructuresare involved. For example,a complexsentencas more complex
thana simple sentencebecausea complexsentencenas morerolesto be realized.Hencewhenwe
generatea sentencewe mustcheckif it is a complexsentencer not and placesuchrulesbeforethe
rules which dealwith only simple sentences.Using recursiverule definition, it is very easyto do.
The following sample rules demonstrate this principle:

(<s> --> (<reason-event> <s>)
(((x0 reason) = *DEFINED™)
x1 == (xO reason))
(x2 = x0)))

(<s> --> (<when-event> <s>)
(((x0 when-event) = *DEFINED*)
x1 == X0 when-event))
(x2 = x0)))

(<s>-->...) . simple sentence.

The secondstrategyis to considerthe most specific casefirst, and then a more generalone. The



specific caseis not a casewhich has more constituentstructures but a casewhich needsa special
treatmentFor example, in the categoryof declarativeactive sentenceshereis a group of sentences
which contain the main verb "BE" and which need special treatmentin generationof Chinese.
Therefore, in the designof the rule setto deal with declarativeactive sentencesthe rules which
account for such cases must be placed before others.

Thirdly, differentiatingdifferent casego divide theminto different groupsis a goodway to promote
processingefficiency. Recallthat when GENKIT compilesthe rule set,it compilesall the rulesthat
haveidenticalleft-handsidesin their contextfree phrasestructurerule partinto singleLisp function.
Introducinga new nonterminalsymbol for a subsetof rules which have similar featuresand need
specialtreatmentwill resultin abstractinga subsebf suchrulesfrom alarger,moregeneralset. This
helps to narrow down the searchspacedramatically during rule search.It also improves the
modularity of rule design and makes incremental modification easier. The following samples shov
combinationof the lasttwo strategiesThefirst rule is more specificthanits following rules,soit is
placedbefore other generalrules; it alsointroducesa new rule name called <predicate-s>, which
results in abstracting these specific cases from the rule set name <dec-
act-s> and grouping them into a new subset of rules named <predicate-s>:

(<dec-act-s> --> (<predicate-s>)
(C"EOR* (((x0 predicate) = *DEFINED™))
(((X0 predicated-of-theme) = *DEFINED™)))
x1 =x0)

(<dec-act-s> -->...) ;;; More general declaratfive sentence.
(<predicates-s> --> ...)
(<predicates-s> --> ...)

In the terms used in rule-based systems design, these strategies are called complexity ordering,
specificity ordering and rule grouping respectively.

5. Dealing with Some of the Important Issuesin Chinese Sentence Gener ation

In this sectionwe will explainsomeof the crucial problemsin Chinesesentencegeneratiorandshow
how they canbe treatedfairly well in the frameworkof semantics-basegenerationTheseproblems
have greatinfluence not only on the quality of the translationbut also on the acceptabilityof the
sentence generated. These problanes(1) the positionf the locative andirectional phrases; (2he
position of the direct object; (3) the treatment of passive sentences.

5.1 Position of Locative and Directional Phrases

Thelocativeanddirectionalphrasesn Chinesecorrespondo a large subsetof prepositionalphrases
in English. Sententialprepositionalphrasesn Englishare ordinarily locatedin clause-finalposition.
Thelocativeanddirectionalphrasein Chinese however,may occurin eitherthe pre-verbalor post-

verbal position. The position of thesephrasess decidedboth by the semanticfunctions of these
phrasesand the meaningof the main verb in the sentenceThe different positionsusually convey

different meanings.In order to generatea correctsentencepne of the importanttasksin sentence
generation is to position these phrases properly.

The structureof the locative and directional phraseare similar. Both consistof a particle,a noun
phrase specifying the location concernaild an optional locativearticle specifying a spatiatlation,
such adfi(inside) ,fi(on, above){i (outside) fi (under, below) and so on.

Locative Phrase: Directional Phrase:
fi, <noun phrase> [<locative particle>] i, <noun phrase> [<locative particle>]
at from



i, <noun phrase> [<locative particle>]
to

da.fh fbh HiE R S e 4bb B fh HEME bt SEHE

they at room insideead book 1 went from Pittsburghdrive vehicleto San Francisco
They are reading in the room. I am going to drive from Pittsburgh to San Franci

Under the framework of semantic-basedenerationthe directionalphrasecan be dealtwith rather
straightforwardly First, directionalphrasespecifythe sourceor the destinatiorof an actionandvery
well match with the sourcethematicrole and the goal or destinationthematicrole in the ILT

accordingly. Secondly,the position of directive phrasesis rather fixed, with the sourcedirective
phrasealwayspositionedbeforethe verb andthe destinationdirective phraseafterit. Seeexampledb
and 5:

5. Fuel should be drawn from the tank that is closest to the engine.

it % s Bt % B AR 9 Rt 7

The position of locative phraseshowever,is much more difficult to decide.In Chinesethe locative
phrasemay occur in either the pre-verbalposition or the post-verbalposition. In the pre-verbal
position, it has a general locational meaning which specifies the general location at which the eve
state occurs. Since nearly any event or state can have a location, most verbs allow a pre-verbal Ic
phrase Post-verbalocative phrasespn the other hand,addresghe locationalconsequencederived
from the action or prolonged effects of the state specified by a verb, and are restricted to certain ty
of verbs.The singlefactorthat determinesvhetherthe locative phraseoccursbeforeor after the verb

is the meaning of the verb.

In fact,there ardew semanticlasses oferbswhich requirepost-verbal locativehrase: thesocalled
verbsof posture,suchas fif (stand), i (park, stop), fit (have residenceland someothers;a verb so
calledverbsof appearingsuchas fif, 4= (happenoccur), {i# %= (occur), fi £ (form), etc.; the so called
verbs of placement, such #g(put), it (write), {5 (hide), fi.(park as a transitive verb), and so on.

The solutiorfor this problem inour systemis to appealo semantic distinctionbetweernverbs.In our
conceptlexicon, the action conceptsare divided into severalsubclassesiccordingly,so that these
distinctionscanbe usedin sentencagenerationFor example,in generationof a verb phrase we can
fire arule like the following beforethe themeor the patientof the verb phraseis generatedio deal
with this issue:.

(cvp> > (VP> <pp>)

(((x0 location) = *defined™)

(*EOR* (((x0 is-a) = *posture-event))
((xQ is-a) = *appearing-event))
(X0 is-a) = *placemant-event)))

(x2 == (x0 location))

x1=x0)

(X1 complement-generated) = +)))

As for the examples, please refer to 1.a and 1.b in section 2.

The post-verbalocative phrasehassucha greatsemanticintimacy'with the verb that theremustbe

no intervening elemenhot evernthe object noummn averb object compoundhetween theverb andthe

post-verbalocative phrase.Therefore,if a post-verbalocative phrasehasbeengeneratedthe object,
if any, shouldbe positionedbefore verb using the fii construction(explainedin following section).
The last equationin the rule is usedto signal this fact, andto guide further generationof the verb

phrase accordingly.

5.2 Positioning the Direct Object



We haveshownthatthereareseveralpossiblepositionsfor the direct objectof a sentencen Chinese.
Its mostnaturalpositionis the oneimmediatelyafterthe verb. Dependingon the context,however,it
can occur in other positionsas well. It can be the topic and be positionedat the sentence-initial
position, whetheror not the subjectis expressedit can occur beforethe verb with or without the
particlefts.

We will talk about some other uses of theic structure in the following subsection. The SOV fasm
typically usedin dialogto expressa meaningwhichis contraryto the expectatiorheld by the listener.
In text generation,it is hardly used.The remainingproblem,then,is how to choosebetweenthe
remainingtwo forms correctly:the form in which the direct objectoccursafter verb andthe form in
which the direct objectoccursbeforeverbwith particle fifi. Sincethesetwo forms areusedmostoften
in Chineseandtheyarenotinterchangeablen somesituations correcttreatmentof this distinctionis
important for accurate translation.

In order todetermine theorrect structureye haveto makeclear whatcharacteristics thesructures
haveandwhatcommunicativdunctionsthey serve.First, it is not too difficult to find in Chinesethat
the nounphrasesfter the verb usuallyareindefinite,and areusedto introducea newthing or a new
conceptwhich hasnot beentalkedaboutin the currentcontext,while nounphrasedollowing fit and
appearingoeforethe verb are generallydefinite or generic,and are understoodo refer to something
aboutwhich the speakebelievesthe hearerknows. On the other hand,someChinesegrammarians
providean essentiatluein characterizinghe fifi constructionasthe 'disposalform (Li, 1974;Wang,
1947). It is noted that sentencesusing the fifi constructionhave a meaningof disposal.Roughly,
disposalksentencefaveto do with addressingiow do dealwith andwhathappengo the direct object.
This characterizatiorof the f{z constructionnicely explainsmany phenomenonaelatedto the 1
construction and provides further evidence that Chinese grammar is very much semantically drive

But the questionof how to decidewhethera sentencéhasthe disposalmeaningmust be answered.
Even thoughwe can group all the verbsinto different classesaccordingto whetherthey have the
disposalmeaningor not, the characterizatiorf sentencess not so clearcut, becausesomesentences

still havethe disposalmeaningeventhoughthey containa mainverb not associateavith the disposal
meaning. Consider the following example:

6.a f % G fiuftl. (you must stop a vehicle)

6.o* fh % Fit 4 . (you must stop the vehicle)

6.c {7 Bt M % . (you must stop the vehicle completely)

6.d fin % it % b fib 4 5 BLHLE . (you must stop the vehicle on alevel surface)

Sincefit is a verbwhich lacksthe disposalmeaning sentencé.b is not grammaticalwhile sentence
6.a is. When the verb becomi@s’= in sentence 6.c, and when there is a post-verbal locative @Ewase
in sentenceb.d, the whole sentenceconveysa disposalmeaning,andthe fii constructionshouldbe
used.

Obviously, the method of simply dividing verbs into different semanticclassesis not feasible.
However,theredo exist someclueswhich tell uswhenthe disposalmeaningappearsn the sentence
and afff construction must be used in the sentence generation:

1). When a verb having absolute disposal meaning sugt¥as; (minimize), 4 5 (optimize) :

7. When you are using No. 2 diesel fuel in cold weather, the following additional
devices can minimize starting problems and fuel problems:

it % by BL (32 5 B S 28t 70 D7 BLOE, % s Lt e g4t 4 s L AL 2 B A9 E
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2). When there is a post-verbal directive or locative phrase in the sentence, as shown in previ
subsection, and the patient is definite or generic:

8. In order to prevent engine damage, do not add coolant fo an overheated
engine.

fto 2 7 AL AR, M4 A 5 A b7 oy LA 8.

3). When there is a post-verbal resultive adverb or complex stative clause and the patient is
definite or generic:

9. Non-thermostatically-controlled fuel heaters can heat the fuel above 149 *F
(65 *C)

i 77 G FEL A3 A 6 1A B i ] RE A 2 ot 7 b 7 s 1490 % 53 (654 % 7).

Like the situationwe mentionedin the previoussubsectionthese kinds of heuristicscan be easily
implementedn our generaitorrules by checkingcertainsemanticfeaturesof the main verb and its
arguments, and/or the presence or absence of certain semantic constituents.

5.3 Treatment of Passive

The structures of the passive sentence in Chinese are as follows:
<noun phrase#t <noun phrase> <verb>
<noun phrase# <verb>

Similar to English, the noun phrase in sentence-initial position refers to the patient of the action,
while the noun phrase after covdtbrefers to the agent.

The passiveform is widely usedin Englishandotherindo-EuropearianguagesOn the contrary,the
useof passiveform in Chineseis very limited. Thereare severalsemantiaeasondor this. First, the
it passiveis usedessentiallyto expressan adversesituation,in which somethingunfortunatehas
happenedo the patient.In additionto adversity,the {{1 constructionalso expresseslisposalin the
same manner as thg construction. In other wordghe i, construction describes an event in which
patientis dealtwith, or manipulatedn someway. Due to the influenceof Indo-Europearanguages,
the numbeof fif; constructionghatare not usedto expressadversesituationsis increasingn modern
ChineseThis loosengthe standardof acceptabilityof the {5 constructionto someextent,but overall
the usage of th@ construction is much rarer than that of the passive in English.

Anotherobservatioris thatthe English passiveusually doesnot correspondo the fifi constructionin
Chinese Ratherit usually correspondgo the topic-commentstructurein Chinese.ln generationof
ILT containingpassivevoice,we cansimply put the patientrole in the sentence-initiapositionasthe
topic of the sentence, and generate the other constituents as usual in most cases; e.g.:

10. Some objects should be removed with lifting fixtures.

e B LA 2 3 LA O R A

11. This water and sediment should be drained at each oil change.

2553 LB A0 B I S RO



12. If afilter is mounted outside the frame rails or in any location that is exposed to
wind, there will be persistent problems in cold weather.

i 7 4t 2 Bt 2 At 4 Py LA A 6 A9 B i A W] REAT A L, 7 B LR RO B e %

Some other situations in whighpassive in th&.T should not be translated thefi constructiorare
when the passive verb is really used as a predicate, or when the focus of the sentence is orothe
the actionverb. Somepassiveformations carbe represented directlgspredicative adjective®.g.,fit

i, (limited), {2 Z= (recommended){tt %= (required), fi. Z= (suited),etc. The secondsituationhappens
whenthe agentof the actionverb is presentandthe sentencas very short. In thesesituations the "
fiti... fih" constructionsshould be used. The following are two examples:

13. Quantities of No. 1 diesel fuel 95?\,\'1,”\],@?\9\-

L4075 3 B LR A

14. The conditioner and the antifreeze in the cooling system were not made by
this company.

o2 3 L L 02 T e 2 L (LS O .

Considering all the factors mentioned above, our system implements several heuristics to deal wi
ILTs with passive mood. They can be summarized as follows; we have found that they work well
the majority of instances of the passive, especially in technical text:

1). If the patient is an animal, or human being, then use a passive form. Since most actions are
performed by animalsor humans, non-passive translation may cause confusion.

2) If the verb has an obvious adverse meaning, then use the appropriate passive formigach as
(kill), fiZ= (destroy) , etc.

3). If the verb can be used as a predicate, or the agent of the main verb is specified and the ILT
simple (only agent, patient are specified), then usefthefifi" construction.

4). Otherwise, use the topic-comment construction.

6. Implementation

The techniquepresentedin this paperhas beenimplementedin our prototype Chinesesentence
generatiorsystem,whosegeneratiorknowledgebasecontainsabouttwo hundredrules for sentence
generationand aboutone hundredand fifty rules for noun phrasegeneration.Since Chineseis an
isolating languagé& someextent, thesystem doesot neecdh separateule setfor word inflection. All
the knowledgeaboutparticle or coverb selectionis containedin the rule setsfor noun phraseand
sentence. Alsahe particleand coverlselections aredealt withon asemantic basishe primarygoal
of the systemdevelopmentvasto investigatethe feasibility of generatingChinesesentencesisingthe
interlinguatext generatedrom English, alreadyin existanceand previously usedfor generationof
other languages.Since Chinesehas a lot of distinguishing features,we are also interestedin
developingsometechniquesspeciallyfor Chinese We evaluatedthe systemusing a corpusof 215
sentencesind phrasedrom heavymachinerytechnicaldocumentationsomeof which are complex
sentences. Theesultswere reviewedy an experin the field,andall of the corpus examplegot very
good translations. All the example translations in this paper are taken from those sample sentenc

The concept lexicon and Chinese lexicon are writtefframes, and generation rules are writtethén
pseudo-unificatiorformalism usedby GENKIT. All the knowledgesourcesare compiledinto Lisp
codewhich can be further compiledinto binary code.The systemcan run on any machineswhich
supportCommonLisp. Our mostrecentsystemis runningon a SUN Sparcll andtakesl - 2 seconds



for each sentence.

7. Discussion and Further Work

As mentionedabove therearetwo main featuresof the techniquepresentedn the paper:generating
sentencesr phraseof Chinesefrom a semantiaepresentatioencodedn a conceptframe structure;
and mappingthe semanticstructuresto sentence®r phrasesnainly in a single step,basedon the
relationships between concept elements and the corresponding variations in surface order.

Most peoplebelieve thathe conceptuadtructures oflifferent languagspeakers arsimilar, although
their languaggrammardiffer greatly. There differenjpreferencesthough,concerningwhatkind of

representatiorschemeis bestfor semanticrepresentationSomeresearchersre in favor of non-

hierarchicalsemantiaepresentationsuchas conceptuabraphs(Nicolas, et al., 1995)more sothan
hierarchicalones,such as tree-like representationsTheir argumentsare that dominancerelations
betweennodesin semanticsoften stem from language-specificonsiderationsand are not always
preservedacrossanguagesandif the semantidnput comesfrom otherapplicationsthe dominance
relationsmay not be explicitly available.It is probably true that dominancerelations may not be

explicitly available in some cases,but if we agree that concept structure always reflects the

relationshipsetweenconceptsandinherentlycontainsdominancerelations,thentheserelationships
can be inferred during generation.

According toour observationthe conceptdominance structurasferred fromthe sourcdanguageare
very usefulin targetlanguagegenerationln somecaseshowever theredo existsomedifferencesin
the wayin which differentlanguagespeakerwiew thingsor expresgheir ideas,andthosedifferences
may bereflectedin theinterlinguaandcannotbe easilypreservedicrosdanguagesPassiveroiceis a
good example o construction whicls not generallypreserved across languagesess they areery
simlar in structure.Negationof objectsin English is anotherexample,which never happensin
Chineseand whose semanticcontentis expressedlifferently. However, as we have shown, it is
possible to write semantgrammar rules whiclereate the appropriatarget language structurésm
Interlingua frames representing English source text with a very different grammatical structure.

Mapping the semanticstructuresto sentencer phrasesdirectly enablesus concentrateon the
relationships betweetonceptelementsand theirorderof realization inthe utteranceThis eliminates
the needto transformthe conceptstructureinto a syntacticf-structureas an intermediatestep. This
methodis especiallysuitablefor generationof languagedike Chinesewhosebasicword ordersare
mainly determined by semantic rather than grammatical considerations.

Our continuingresearctdirectionis to enlargethe rule setto deal with more semanticphenomena
accordingto the KANT interlinguaspecificationsothatthe Chinesegeneratiorsystemis readyto be

usedin a practical machinetranslationdomain. Another researchdirection is to incorporatemore

semanticinferencemechanismgor implicit knowledge,such as the 'disposability'and 'adversity'

mentioned above, to further improve the quality of generation.

8. Conclusion

We have presented a technique for top-down case-frame based generation using a semantic unif
grammar, in which target language is generaliegictly from the interlingua without converting it to
an intermediate grammar structure. Under this framework, we can consider natural language
generation in terms of mappings between meaning and and its linear realization, and many cruci
problems in Chinese generation can be treated naturally and conveniently. Although the method
motivated by Chinese generation, it is general enough to be used in knowledge-based machine
translation systems for generating any language in which semantic factors play a major role in
surface realization.
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