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Chapter 1

Introduction

Machine learning has reported remarkable progress on a broad range of tasks, including machine translation, object recognition, and game playing (Shoham et al., 2018). Much of this progress has been achieved by increasingly large and computationally-intensive deep learning models. Figure 1.1, reproduced from Amodei and Hernandez (2018), plots training cost increase over time for state-of-the-art deep learning models starting with AlexNet in 2012 (Krizhevsky et al., 2012) to AlphaZero in 2017 (Silver et al., 2017a). The chart shows an overall increase of 300,000x, with training cost doubling every few months. An even sharper trend can be observed in NLP word embedding approaches by looking at ELMo (Peters et al., 2018) followed by BERT (Devlin et al., 2019), openGPT-2 (Radford et al., 2019), XLNet (Yang et al., 2019), Megatron-LM (Shoeybi et al., 2019), and T5 (Raffel et al., 2019).

This trend is driven by the strong focus of the AI community on obtaining state-of-the-art results, as exemplified by the popularity of leaderboards (Wang et al., 2019b,a) which typically report performance but omit any mention of cost or efficiency. Despite the clear benefits of improving model performance, the focus on one single metric ignores the economic, environmental, and social cost of reaching the reported results.

This increase in computational expense has led to some types of research being prohibitively expensive, raising barriers to participation. In addition, recent research estimates a significant carbon footprint for NLP experiments (Strubell et al., 2019). This thesis advocates for increasing research activity in Green AI—AI research that is more efficient, inclusive, and environmentally friendly. We emphasize that Red AI has been yielding valuable scientific contributions, but it has been overly dominant in driving the direction of research in the field; we want to shift the balance towards the Green AI option. Specifically, the work in this thesis makes efficiency a evaluation criterion alongside accuracy and related measures.

AI research can be computationally expensive in a number of ways, but each provides

---

1In this thesis "performance" refers to accuracy, precision, and related measures, and not runtime or other metrics of computational efficiency (for which we use other terms).
opportunities for efficient improvements; for example, plotting performance as a function of training set size enables future work to compare performance even with small training budgets. Reporting the computational price tag of developing, training, and running models is a key Green AI practice. In addition to providing transparency, price tags are baselines that other researchers could improve on.

Our empirical analysis in Schwartz et al. (2019b) suggests that the AI research community has paid relatively little attention to computational efficiency. The computational cost of high-budget research continues to increase at a pace that exceeds Moore’s Law (Moore, 1965). This holds despite the well-known diminishing returns from increasing the model size (Tan and Le, 2019) or the amount of data (Mahajan et al., 2018; Sun et al., 2017).

1.1 The Green AI Equation

To better understand the different ways in which AI research can be Red AI, consider an AI result reported in a scientific paper. This result typically characterizes a model trained on a training dataset and evaluated on a test dataset, and the process of developing that model often involves multiple experiments to tune its hyperparameters. We thus consider three dimensions which capture much of the computational cost of obtaining such a result: the cost of executing the model on a single (E)xample (either during training or at inference time); the size of the training (D)ataset, which controls the number of times the model is executed during training, and the number of (H)yperparameter experiments, which controls how many times the model is trained during model development. The total cost of producing a (R)esult in machine learning...
increases linearly with each of these quantities. This cost can be estimated as follows:

\[ \text{Cost}(R) \propto E \cdot D \cdot H \quad (1.1) \]

We call this the Green AI equation, where the cost of an AI (\(R\))esult grows linearly with the cost of processing a single (\(E\))xample, the size of the training (\(D\))ataset and the number of (\(H\))yperparameter experiments. This thesis is structured around the factors therein; each chapter will introduce work which shows performance–efficiency tradeoffs for at least one of these terms. First, we will consider each factor in turn, outlining its trend in the broader community.

**Expensive processing of one example, \(E\):** Our focus is on neural models, where it is common for each training step to require inference, so we discuss training and inference cost together as “processing” an example. Some works have used increasingly large models in terms of, e.g., model parameters, and as a result, in these models, performing inference can require a lot of computation, and training even more so. For instance, Google’s BERT-large (Devlin et al., 2019) contains roughly 350 million parameters. OpenAI’s openGPT2-XL model (Radford et al., 2019) contains 1.5 billion parameters. AI2 released Grover (Zellers et al., 2019), also containing 1.5 billion parameters. NVIDIA recently released Megatron-LM (Shoeybi et al., 2019), containing over 8 billion parameters. Google’s T5-11B (Raffel et al., 2019) contains 11 billion parameters. Microsoft’s Turing-NLG (Rosset, 2019) has 17 billion parameters. In the computer vision community, a similar trend is observed (Tan and Le, 2019).

Such large models have high costs for processing each example, which leads to large training costs. BERT-large was trained on 64 TPU chips for 4 days at an estimated cost of $7,000. Grover was trained on 256 TPU chips for two weeks, at an estimated cost of $25,000. XLNet had a similar architecture to BERT-large, but used a more expensive objective function (in addition to an order of magnitude more data), and was trained on 512 TPU chips for 2.5 days, costing more than $60,000.\(^2\) It is impossible to reproduce the best BERT-large results or XLNet results using a single GPU,\(^3\) and models such as openGPT2 are too large to be used in production.\(^4\) Specialized models can have even more extreme costs, such as AlphaGo, the best version of which required 1,920 CPUs and 280 GPUs to play a single game of Go (Silver et al., 2016), with an estimated cost to reproduce this experiment of $35,000,000.\(^5,6\)

When examining variants of a single model (e.g., BERT-small and BERT-large) larger models can have stronger performance, which is a valuable scientific contribution. However, this implies the financial and environmental cost of increasingly large AI models will not decrease soon, as

\(^3\)See https://github.com/google-research/bert and https://github.com/zihangdai/xlnet.
\(^4\)https://towardsdatascience.com/too-big-to-deploy-how-gpt-2-is-breaking-production-63ab29f0897c
\(^5\)https://www.yuzeh.com/data/agz-cost.html
\(^6\)Recent versions of AlphaGo are far more efficient (Silver et al., 2017b).
the pace of model growth far exceeds the resulting increase in model performance (Howard et al., 2017). As a result, more and more resources are going to be required to keep improving AI models by simply making them larger.

In some cases the price of processing one example might be different at training and test time. For instance, some methods target efficient inference by learning a smaller model based on the large trained model. These models often do not lead to more efficient training, as the cost of $E$ is only reduced at inference time. Models used in production typically have computational costs dominated by inference rather than training, but in research training is typically much more frequent, so studying methods for efficient processing of one example in both training and inference is important.

**Processing many examples,** $D$: Increased amounts of training data have also contributed to progress in state-of-the-art performance in AI. BERT-large (Devlin et al., 2019) had top performance in 2018 across many NLP tasks after training on 3 billion word-pieces. XLNet (Yang et al., 2019) recently outperformed BERT after training on 32 billion word-pieces, including part of Common Crawl; openGPT-2-XL (Radford et al., 2019) trained on 40 billion words; FAIR’s RoBERTa (Liu et al., 2019b) was trained on 160GB of text, roughly 40 billion word-pieces, requiring around 25,000 GPU hours to train. T5-11B (Raffel et al., 2019) was trained on 1 trillion tokens, 300 times more than BERT-large. In computer vision, researchers from Facebook (Mahajan et al., 2018) pretrained an image classification model on 3.5 billion images from Instagram, three orders of magnitude larger than existing labelled image datasets such as Open Images.7

The use of massive data creates barriers for many researchers to reproducing the results of these models, and to training their own models on the same setup (especially as training for multiple epochs is standard). For example, the July 2019 Common Crawl contains 242 TB of uncompressed data,8 so even storing the data is expensive. Finally, as in the case of model size, relying on more data to improve performance is notoriously expensive because of the diminishing returns of adding more data (Sun et al., 2017). For instance, Mahajan et al. (2018) show a logarithmic relation between the object recognition top-1 accuracy and the number of training examples.

**Massive number of experiments,** $H$: Some projects have poured large amounts of computation into tuning hyperparameters or searching over neural architectures, well beyond the reach of most researchers. For instance, researchers from Google (Zoph and Le, 2017) trained over 12,800 neural networks in their neural architecture search to improve performance on object detection and language modeling. With a fixed architecture, researchers from DeepMind (Melis et al., 2018) evaluated 1,500 hyperparameter assignments to demonstrate that an LSTM

7https://opensource.google.com/projects/open-images-dataset
8http://commoncrawl.org/2019/07/
language model (Hochreiter and Schmidhuber, 1997) can reach state-of-the-art perplexity results. Despite the value of this result in showing that the performance of an LSTM does not plateau after only a few hyperparameter trials, fully exploring the potential of other competitive models for a fair comparison is prohibitively expensive.

The value of massively increasing the number of experiments is not as well studied as the first two discussed above. In fact, outside of work developing new hyperparameter optimization methods, the number of experiments performed during model construction is often underreported. In Chapters 2 and 3 we provide evidence for a logarithmic relation exists here as well.

1.2 Structure of this thesis

The main contents of this thesis are organized around the Green AI equation. The chapters first address $H$, the set of experiments that go into getting a result, then $E$, the cost to process a single example during training or inference, and finally $D$, the amount of data. Each chapter presents performance–efficiency tradeoffs. Much of the experimental work in this thesis is on language data, though the motivations and conclusions from the results are more broadly applicable across AI and machine learning.

- Chapter 2 analyzes $H$, the number of experiments run for hyperparameter optimization. Here we focus on improved reporting of the results from the optimization procedure, which are rarely reported. We demonstrate that test-set performance scores alone are insufficient for drawing accurate conclusions about which model performs best. We argue for reporting additional details, especially performance on validation data obtained during model development. We present a novel technique for doing so: \textit{expected validation performance} of the best-found model as a function of computation budget (i.e., the number of hyperparameter search trials or the overall training time). Using our approach, we find multiple recent model comparisons where authors would have reached a different conclusion if they had used more (or less) computation. Our approach also allows us to estimate the amount of computation required to obtain a given accuracy; applying it to several recently published results yields massive variation across papers, from hours to weeks. We conclude with a set of best practices for reporting experimental results which allow for robust future comparisons.

- Chapter 3 continues to analyze $H$, developing a technique for more efficient hyperparameter optimization. Specifically, here we study \textit{open loop} hyperparameter optimization search methods: sequences that are predetermined and can be generated before a single configuration is evaluated. Examples include grid search, uniform random search, low discrepancy sequences, and other sampling distributions. In particular, we propose the use of $k$-determinantal point processes in hyperparameter optimization via random search.
Compared to conventional uniform random search where hyperparameter settings are sampled independently, a $k$-DPP promotes diversity. We describe an approach that transforms hyperparameter search spaces for efficient use with a $k$-DPP. In addition, we introduce a novel Metropolis-Hastings algorithm which can sample from $k$-DPPs defined over any space from which uniform samples can be drawn, including spaces with a mixture of discrete and continuous dimensions or tree structure. Our experiments show significant benefits in realistic scenarios with a limited budget for training supervised learners, whether in serial or parallel.

- Chapter 4 examines $E$, the computational requirements to process a single example, by building parameter-efficient neural models. Neural models for NLP typically use large numbers of parameters to reach state-of-the-art performance, which can lead to excessive memory usage and increased runtime. We present a structure learning method for learning sparse, parameter-efficient NLP models. Our method applies group lasso to rational RNNs (Peng et al., 2018), a family of models that is closely connected to weighted finite-state automata (WFSA). We take advantage of rational RNNs’ natural grouping of the weights, so the group lasso penalty directly removes WFSA states, substantially reducing the number of parameters in the model. Our experiments on a number of sentiment analysis datasets, using both GloVe and BERT embeddings, show that our approach learns neural structures which have fewer parameters without sacrificing performance relative to parameter-rich baselines. Our method also highlights the interpretable properties of rational RNNs. We show that sparsifying such models makes them easier to visualize, and we present models that rely exclusively on as few as three WFSA after pruning more than 90% of the weights.

- Chapter 5 discusses $D$, the amount of data processed during a single experiment, and includes an example use of an early stopping algorithm. We study fine-tuning pretrained contextual word embedding models to supervised downstream tasks, which has become commonplace in natural language processing. This process, however, is often brittle: even with the same hyperparameter values, distinct random seeds can lead to substantially different results. To better understand this phenomenon, we experiment with four datasets from the GLUE benchmark, fine-tuning BERT hundreds of times on each while varying only the random seeds. We find substantial performance increases compared to previously reported results, and we quantify how the performance of the best-found model varies as a function of the number of fine-tuning trials. Further, we examine two factors influenced by the choice of random seed: weight initialization and training data order. We find that both contribute comparably to the variance of out-of-sample performance, and that some weight initializations perform well across all tasks explored. On small datasets, we observe that many fine-tuning trials diverge part of the way through training, and we offer best
practices for practitioners to stop training less promising runs early.

1.3 Thesis statement

In this thesis I advocate for a broad adoption of efficiency as a primary evaluation criterion. Expensive experiments are driving the direction of AI, and such work is increasingly coming only from those research labs which have the largest budgets. The budgets used are often not described in detail; I argue that **reproducible conclusions as to which approach performs best cannot be made without accounting for the computational budget**. The first step to address these issues is to improve *reporting* of efficiency. Once we have appropriate measurement tools and measurements themselves, we can then *optimize* performance–efficiency tradeoffs.

Through the lens of the Green AI equation, I’ve outlined three areas for improvements. Together, the cost of processing of a single (*E*)xample, the amount of (*D*)ata, and the number of (*H*)yperparameter tuning experiments capture most of the increases in computational expense. This thesis illustrates how describing where research falls on each of these three dimensions facilitates more fair model comparisons and, thus, scientific advancement in machine learning. In addition, the work herein provides examples of how improved performance–efficiency tradeoffs can lead to performance improvements overall while also providing opportunities for lower-budget comparisons in future research, leading to a more equitable research community.
Chapter 2

Improved Reporting of Hyperparameter Optimization Results

In machine learning and natural language processing, improved performance on held-out test data is typically used as an indication of the superiority of one method over others. But, as the field grows, there is an increasing gap between the large computational budgets used for some high-profile experiments and the budgets used in most other work (Schwartz et al., 2019b). When the only reported performance is on test data, the computational budget and number of experiments is often not reported at all. This hinders meaningful comparison between experiments, as improvements in performance can, in some cases, be obtained purely through more intensive hyperparameter tuning (Melis et al., 2018; Lipton and Steinhardt, 2018). The work in this chapter extends Dodge et al. (2019a), and we publicly release code.¹

Recent investigations into “state-of-the-art” claims have found competing methods to only be comparable, without clear superiority, even against baselines (Reimers and Gurevych, 2017; Lucic et al., 2018; Li and Talwalkar, 2019); this has exposed the need for reporting more than a single point estimate of performance. In this chapter, we demonstrate that test-set performance scores alone are insufficient for drawing accurate conclusions about which model performs best. We argue for reporting additional details, especially performance on validation data obtained during model development.

Echoing calls for more rigorous scientific practice in machine learning (Lipton and Steinhardt, 2018; Sculley et al., 2018), we draw attention to the weaknesses in current reporting practices and propose solutions which would allow for fairer comparisons and improved reproducibility.

Our primary technical contribution in this chapter is the introduction of a tool for reporting

¹https://github.com/allenai/show-your-work
validation results in an easily interpretable way: expected validation performance of the best model under a given computational budget (we use the term performance as a general evaluation measure, e.g., accuracy, $F_1$, etc.). That is, given a budget sufficient for training and evaluating $n$ models, we calculate the expected performance of the best of these models on validation data. Note that this differs from the best observed value after $n$ evaluations. Because the expectation can be estimated from the distribution of $N$ validation performance values, with $N \geq n$, and these are obtained during model development, our method does not require additional computation beyond hyperparameter search or optimization. We encourage researchers to report expected validation performance as a curve, across values of $n \in \{1, \ldots, N\}$.

As we show in §2.3.3, our approach makes clear that the expected-best performing model is a function of the computational budget. In §2.3.4 we show how our approach can be used to estimate the budget that went into obtaining previous results; in one example, we see a too-small budget for baselines, while in another we estimate a budget of about 18 GPU days was used (but not reported). Previous work on reporting validation performance used the bootstrap to approximate the mean and variance of the best performing model (Lucic et al., 2018); in §2.2.2 we show that our approach computes these values with strictly less error than the bootstrap. Using our approach, we find multiple recent model comparisons where authors would have reached a different conclusion if they had used more (or less) computation.

We conclude by presenting a set of recommendations for researchers that will improve scientific reporting over current practice. We emphasize this work is about reporting, not about running additional experiments (which undoubtedly can improve evidence in comparisons among models). Our reporting recommendations aim at reproducibility and improved understanding of sensitivity to hyperparameters and random initializations. Some of our recommendations may seem obvious; however, our empirical analysis shows that out of fifty EMNLP 2018 papers chosen at random, none report all items we suggest.

### 2.1 Background

**Reproducibility** Reproducibility in machine learning is often defined as the ability to produce the exact same results as reported by the developers of the model. In this work, we follow Gundersen and Kjensmo (2018) and use an extended notion of this concept: when comparing two methods, two research groups with different implementations should follow an experimental procedure which leads to the same conclusion about which performs better. As illustrated in Fig. 2.1, this conclusion often depends on the amount of computation applied. Thus, to make a reproducible claim about which model performs best, we must also take into account the budget used (e.g., the number of hyperparameter trials).

---

2We leave forecasting performance with larger budgets $n > N$ to future work.
**Notation** We use the term *model family* to refer to an approach subject to comparison and to hyperparameter selection (examples of which include different architectures, but also ablations of the same architecture. Each model family $\mathcal{M}$ requires its own hyperparameter selection, in terms of a set of $k$ hyperparameters, each of which defines a range of possible values. A *hyperparameter value* (denoted $h$) is a $k$-tuple of specific values for each hyperparameter. We call the set of all possible hyperparameter values $\mathcal{H}_M$. The hyperparameter value space can also include the random seed used to initialize the model, and some specifications such as the size of the hidden layers in a neural network, in addition to commonly tuned values such as learning rate. Given $\mathcal{H}_M$ and a computational budget sufficient for training $B$ models, the set of hyperparameter values is $\{h_1, \ldots, h_B\}, h_i \in \mathcal{H}_M$. We let $m_i \in \mathcal{M}$ denote the model trained with hyperparameter value $h_i$.

**Hyperparameter value selection** There are many ways of selecting hyperparameter values, $h_i$. Grid search and uniform sampling are popular systematic methods; the latter has been shown to be superior for most search spaces (Bergstra and Bengio, 2012). Adaptive search strategies such as Bayesian optimization select $h_i$ after evaluating $h_1, \ldots, h_{i-1}$. While these strategies may find better results quickly, they are generally less reproducible and harder to parallelize (Li et al., 2018). Manual search, where practitioners use knowledge derived from previous experience to adjust hyperparameters after each experiment, is a type of adaptive search that is the least reproducible, as different practitioners make different decisions. We have further discussion of different hyperparameter search strategies in Chapter 3, where we introduce an approach that is fully parallel but has better coverage than uniform sampling. Regardless of the strategy adopted, we advocate for detailed reporting of the method used for hyperparameter value selection and the budget (§2.4). We next introduce a technique to visualize results of samples which are drawn i.i.d. (e.g., random initializations or uniformly sampled hyperparameter values).

### 2.2 Expected Validation Performance Given Budget

After selecting the best hyperparameter values $h^*_{i}$ from among $\{h_1, \ldots, h_B\}$ with actual budget $B$, NLP researchers typically evaluate the associated model $m^*_{i}$ on the test set and report its performance as an estimate of the family $\mathcal{M}$’s ability to generalize to new data. We propose to make better use of the intermediately-trained models $m_1, \ldots, m_B$.

For any set of $n$ hyperparameter values, denote the validation performance of the best model as

$$v^*_n = \max_{h \in \{h_1, \ldots, h_n\}} A(\mathcal{M}, h, \mathcal{D}_T, \mathcal{D}_V),$$

(2.1)

where $A$ denotes an algorithm that returns the performance on validation data $\mathcal{D}_V$ after training...
a model from family $\mathcal{M}$ with hyperparameter values $h$ on training data $\mathcal{D}_T.$\footnote{\(\mathcal{A}\) captures standard parameter estimation, as well as procedures that depend on validation data, like early stopping.} We view evaluations of $\mathcal{A}$ as the elementary unit of experimental cost.\footnote{Note that researchers do not always report validation, but rather test performance, a point we will return to in \S2.4.}

Though not often done in practice, procedure equation 2.1 could be repeated many times with different hyperparameter values, yielding a distribution of values for random variable $V_n^*$. This would allow us to estimate the expected performance, $\mathbb{E}[V_n^* | n]$ (given $n$ hyperparameter configurations). The key insight used below is that, if we use random search for hyperparameter selection, then the effort that goes into a single round of random search (Eq. 2.1) suffices to construct a useful estimate of expected validation performance, without requiring any further experimentation.

Under random search, the $n$ hyperparameter values $h_1, \ldots, h_n$ are drawn uniformly at random from $\mathcal{H}_M$, so the values of $\mathcal{A}(\mathcal{M}, h_i, \mathcal{D}_T, \mathcal{D}_V)$ are i.i.d. As a result, the maximum among these is itself a random variable. We introduce a diagnostic that captures information about the computation used to generate a result: the expectation of maximum performance, conditioned on $n$, the amount of computation used in the maximization over hyperparameters and random initializations:

$$\mathbb{E} \left[ \max_{h \in \{h_1, \ldots, h_n\}} \mathcal{A}(\mathcal{M}, h, \mathcal{D}_T, \mathcal{D}_V) \mid n \right]. \tag{2.2}$$

Reporting this expectation as we vary $n \in \{1, 2, \ldots, B\}$ gives more information than the maximum $v_B^*$ (Eq. 2.1 with $n = B$); future researchers who use this model will know more about the computation budget required to achieve a given performance. We turn to calculating this expectation, then we compare it to the bootstrap (\S2.2.2), and discuss estimating variance (\S2.2.3).

### 2.2.1 Expected Maximum

We describe how to estimate the expected maximum validation performance (Eq. 2.2) given a budget of $n$ hyperparameter values. Conversion to alternate formulations of budget, such as GPU hours or cloud-machine rental cost in dollars, is straightforward in most cases.

Assume we draw $\{h_1, \ldots, h_n\}$ uniformly at random from hyperparameter space $\mathcal{H}_M$. Each evaluation of $\mathcal{A}(\mathcal{M}, h, \mathcal{D}_T, \mathcal{D}_V)$ is therefore an i.i.d. draw of a random variable, denoted $V_i$, with observed value $v_i$ for $h_i \sim \mathcal{H}_M$. Let the maximum among $n$ i.i.d. draws from an unknown distribution be

$$V_n^* = \max_{i \in \{1, \ldots, n\}} V_i \tag{2.3}$$
We seek the expected value of $V^*_{n}$ given $n$:

$$E[V^*_{n} | n] = \sum_v v \cdot P(V^*_{n} = v | n)$$  \hspace{1cm} (2.4)

where $P(V^*_{n} | n)$ is the probability mass function (PMF) for the max-random variable.\footnote{For a finite validation set $D_V$, most performance measures (e.g., accuracy) only take on a finite number of possible values, hence the use of a sum instead of an integral in Eq. 2.4.}

For discrete random variables,

$$P(V^*_{n} = v | n) = P(V^*_{n} \leq v | n) - P(V^*_{n} < v | n),$$  \hspace{1cm} (2.5)

Using the definition of “max”, and the fact that the $V_i$ are drawn i.i.d.,

$$P(V^*_{n} \leq v | n) = P(\max_{i \in \{1, \ldots, n\}} V_i \leq v | n)$$
$$= P(V_1 \leq v, V_2 \leq v, \ldots, V_n \leq v | n)$$
$$= \prod_{i=1}^{n} P(V_i \leq v) = P(V \leq v)^n,$$  \hspace{1cm} (2.6)

and similarly for $P(V^*_{n} < v | n)$.

$P(V \leq v)$ and $P(V < v)$ are cumulative distribution functions, which we can estimate using the empirical distribution, i.e.

$$\hat{P}(V \leq v) = \frac{1}{n} \sum_{i=1}^{n} 1_{[V_i \leq v]}$$  \hspace{1cm} (2.7)

and similarly for strict inequality.

Thus, our estimate of the expected maximum validation performance is

$$\hat{E}[V^*_{n} | n] = \sum_v v \cdot (\hat{P}(V_i \leq v)^n - \hat{P}(V_i < v)^n).$$  \hspace{1cm} (2.8)

**Discussion**  As we increase the amount of computation for evaluating hyperparameter values ($n$), the maximum among the samples will approach the observed maximum $v^*_B$. Hence the curve of $E[V^*_{n} | n]$ as a function of $n$ will appear to asymptote. Our focus here is not on estimating that value, and we do not make any claims about extrapolation of $V^*$ beyond $B$, the number of hyperparameter values to which $A$ is actually applied.

Two points follow immediately from our derivation. First, at $n = 1$, $E[V^*_{1} | n = 1]$ is the mean of $v_1, \ldots, v_n$. Second, for all $n$, $E[V^*_{n} | n] \leq v^*_n = \max_i v_i$, which means the curve is a lower bound on the selected model’s validation performance.

2.2.2 Comparison with Bootstrap

Lucic et al. (2018) and Henderson et al. (2018) have advocated for using the bootstrap to
estimate the mean and variance of the best validation performance. The bootstrap (Efron and Tibshirani, 1994) is a general method which can be used to estimate statistics that do not have a closed form. The bootstrap process is as follows: draw $N$ i.i.d. samples (in our case, $N$ model evaluations). From these $N$ points, sample $n$ points (with replacement), and compute the statistic of interest (e.g., the max). Do this $K$ times (where $K$ is large), and average the computed statistic. By the law of large numbers, as $K \to \infty$ this average converges to the sample expected value (Efron and Tibshirani, 1994).

The bootstrap has two sources of error: the error from the finite sample of $N$ points, and the error introduced by resampling these points $K$ times. Our approach has strictly less error than using the bootstrap: our calculation of the expected maximum performance in §2.2.1 provides a closed-form solution, and thus contains none of the resampling error (the finite sample error is the same).

### 2.2.3 Variance of $V_n^*$

Expected performance becomes more useful with an estimate of variation. When using the bootstrap, standard practice is to report the standard deviation of the estimates from the $K$ resamples. As $K \to \infty$, this standard deviation approximates the sample standard error (Efron and Tibshirani, 1994). We instead calculate this from the distribution in Eq. 2.5 using the standard plug-in-estimator.

In most cases, we advocate for reporting a measure of variability such as the standard deviation or variance; however, in some cases it might cause confusion. For example, when the variance is large, plotting the expected value plus the variance can go outside of reasonable bounds, such as accuracy greater than any observed (even greater than 1). In such situations, we recommend shading only values within the observed range, such as in Fig. 2.4. Additionally, in situations where the variance is high and variance bands overlap between model families (e.g., Fig. 2.1), the mean is still the most informative statistic.

### 2.3 Case Studies

Here we show two clear use cases of our method. First, we can directly estimate, for a given budget, which approach has better performance. Second, we can estimate, given our experimental setup, the budget for which the reported validation performance ($V^*$) matches a desired performance level. We present three examples that demonstrate these use cases. First, we reproduce previous findings that compared different models for text classification. Second, we explore the time vs. performance tradeoff of models that use contextual word embeddings (Peters et al., 2018). Third, from two previously published papers, we examine the budget required for our expected performance to match their reported performance. We find these
budget estimates vary drastically. Consistently, we see that the best model is a function of the budget. We publicly release the search space and training configurations used for each case study.6

Note that we do not report test performance in our experiments, as our purpose is not to establish a benchmark level for a model, but to demonstrate the utility of expected validation performance for model comparison and reproducibility.

2.3.1 Experimental Details

For each experiment, we document the hyperparameter search space, hardware, average runtime, number of samples, and links to model implementations. We use public implementations for all models in our experiments, primarily in AllenNLP (Gardner et al., 2018). We use Tune (Liaw et al., 2018) to run parallel evaluations of uniformly sampled hyperparameter values.

2.3.2 Validating Previous Findings

We start by applying our technique on a text classification task in order to confirm a well-established observation (Yogatama and Smith, 2015): logistic regression has reasonable performance with minimal hyperparameter tuning, but a well-tuned convolutional neural network (CNN) can perform better.

We experiment with the fine-grained Stanford Sentiment Treebank text classification dataset (Socher et al., 2013). For the CNN classifier, we embed the text with 50-dim GloVe vectors (Pennington et al., 2014), feed the vectors to a ConvNet encoder, and feed the output representation into a softmax classification layer. We use the scikit-learn implementation of logistic regression with bag-of-word counts and a linear classification layer. The hyperparameter spaces $\mathcal{H}_{\text{CNN}}$ and $\mathcal{H}_{\text{LR}}$ are detailed in Appendix A.1. For logistic regression we used bounds suggested by Yogatama and Smith (2015), which include term weighting, n-grams, stopwords, and learning rate. For the CNN we follow the hyperparameter sensitivity analysis in Zhang and Wallace (2015).

We run 50 trials of random hyperparameter search for each classifier. Our results (Fig. 2.1) confirm previous findings (Zhang and Wallace, 2015): under a budget of fewer than 10 hyperparameter search trials, logistic regression achieves a higher expected validation accuracy than the CNN. As the budget increases, the CNN gradually improves to a higher overall expected validation accuracy. For all budgets, logistic regression has lower variance, so may be a more suitable approach for fast prototyping.
2.3.3 Contextual Representations

We next explore how computational budget affects the performance of contextual embedding models (Peters et al., 2018). Recently, Peters et al. (2019) compared two methods for using contextual representations for downstream tasks: feature extraction, where features are fixed after pretraining and passed into a task-specific model, or fine-tuning, where they are updated during task training. Peters et al. (2019) found that feature extraction is preferable to fine-tuning ELMo embeddings. Here we set to explore whether this conclusion depends on the experimental budget.

Closely following their experimental setup, in Fig. 2.2 we show the expected performance of the biattentive classification network (BCN; McCann et al., 2017) with three embedding approaches (GloVe only, GloVe + ELMo frozen, and GloVe + ELMo fine-tuned), on the binary Stanford Sentiment Treebank task. Peters et al. (2019) use a BCN with frozen embeddings and a BiLSTM BCN for fine-tuning. We conducted experiments with both a BCN and a BiLSTM with frozen and fine-tuned embeddings, and found our conclusions to be consistent. We report the full hyperparameter search space, which matched Peters et al. (2019) as closely as their reporting allowed, in Appendix A.2.

We use time for the budget by scaling the curves by the average observed training duration for each model. We observe that as the time budget increases, the expected best-performing model changes. In particular, we find that our experimental setup leads to the same conclusion as Peters et al. (2019) given a budget between approximately 6 hours and 1 day. For larger budgets (e.g., 10 days) fine-tuning outperforms feature extraction. Moreover, for smaller budgets (< 2 hours), using GloVe embeddings is preferable to ELMo (frozen or fine-tuned).

2.3.4 Inferring Budgets in Previous Reports

Our method provides another appealing property: estimating the budget required for the expected performance to reach a particular level, which we can compare against previously reported results. We present two case studies, and show that the amount of computation required to match the reported results varies drastically.

We note that in the two examples that follow, the original papers only reported partial experimental information; we made sure to tune the hyperparameters they did list in addition to standard choices (such as the learning rate). In neither case do they report the method used to tune the hyperparameters, and we suspect they tuned them manually. Our experiments here are meant give an idea of the budget that would be required to reproduce their results or to apply their models to other datasets under random hyperparameter value selection.

---

*https://github.com/allenai/show-your-work

7https://scikit-learn.org
SciTail  When introducing the SciTail textual entailment dataset, Khot et al. (2018) compared four models: an n-gram baseline, which measures word-overlap as an indicator of entailment, ESIM (Chen et al., 2017), a sequence-based entailment model, DAM (Parikh et al., 2016), a bag-of-words entailment model, and their proposed model, DGEM (Khot et al., 2018), a graph-based structured entailment model. Their conclusion was that DGEM outperforms the other models.

We use the same implementations of each of these models each with a hyperparameter search space detailed in Appendix A.3. The search space bounds we use are large neighborhoods around the hyperparameter assignments specified in the public implementations of these models. Note that these curves depend on the specific hyperparameter search space adopted; as the original paper does not report hyperparameter search or model selection details, we have chosen what we believe to be reasonable bounds, and acknowledge that different choices could result in better or worse expected performance. We use a budget based on trials instead of runtime so as to emphasize how these models behave when given a comparable number of hyperparameter configurations.

Our results (Fig. 2.3) show that the different models require different budgets to reach their reported performance in expectation, ranging from 2 (n-gram) to 20 (DGEM). Moreover, providing a large budget for each approach improves performance substantially over reported numbers. Finally, under different computation budgets, the top performing model changes (though the neural models are similar).

SQuAD  Next, we turn our attention to SQuAD (Rajpurkar et al., 2016) and report performance of the commonly-used BiDAF model (Seo et al., 2017). The set of hyperparameters we tune covers those mentioned in addition to standard choices (details in Appendix A.3). We see in Fig. 2.4 that we require a budget of 18 GPU days in order for the expected maximum validation performance to match the value reported in the original paper. This suggests that some combination of prior intuition and extensive hyperparameter tuning were used by the original authors, though neither were reported.

2.4 Recommendations

Experimental results checklist  The findings discussed in this chapter and other similar efforts highlight methodological problems in experimental machine learning and NLP. In this section we provide a checklist to encourage researchers to report more comprehensive experimentation results. Our list, shown in Text Box 1, builds on the reproducibility checklist that was introduced for the machine learning community during NeurIPS 2018 (which was required to be filled out for each NeurIPS 2019 and ICML 2020 submission; Pineau, 2019).

Our focus is on improved reporting of experimental results, thus we include relevant points
from their list in addition to our own. Similar to other calls for improved reporting in machine learning (Mitchell et al., 2019; Gebru et al., 2018), we recommend pairing experimental results with the information from this checklist in a structured format (see examples provided in Appendix A.1).

**Text Box 1  Experimental results checklist.**

✓ For all reported experimental results

□ Description of computing infrastructure
□ Average runtime for each approach
□ Details of train/validation/test splits
□ Corresponding validation performance for each reported test result
□ A link to implemented code

✓ For experiments with hyperparameter search

□ Bounds for each hyperparameter
□ Hyperparameter configurations for best-performing models
□ Number of hyperparameter search trials
□ The method of choosing hyperparameter values (e.g., uniform sampling, manual tuning, etc.) and the criterion used to select among them (e.g., accuracy)
□ Expected validation performance, as introduced in §2.2.1, or another measure of the mean and variance as a function of the number of hyperparameter trials.

**EMNLP 2018 checklist coverage.** To estimate how commonly this information is reported in the NLP community, we sample fifty random EMNLP 2018 papers that include experimental results and evaluate how well they conform to our proposed reporting guidelines. We find that none of the papers reported all of the items in our checklist. However, every paper reported at least one item in the checklist, and each item is reported by at least one paper. Of the papers we analyzed, 74% reported at least some of the best hyperparameter assignments. By contrast, 10% or fewer papers reported hyperparameter search bounds, the number of hyperparameter evaluation trials, or measures of central tendency and variation. We include the full results of this analysis in Table 2.1.

**Comparisons with different budgets.** We have argued that claims about relative model performance should be qualified by computational expense. With varying amounts of computation, not all claims about superiority are valid. If two models have similar budgets, we can claim one outperforms the other (with that budget). Similarly, if a model with a small budget outperforms a model with a large budget, increasing the small budget will not change this conclusion. However, if a model with a large budget outperforms a model with a small budget, the difference might be due to the model or the budget (or both). As a concrete example, Melis et al. (2018) report the performance of an LSTM on language modeling the Penn Treebank after 1,500 rounds of Bayesian optimization; if we compare to a new $M$ with a smaller budget, we
<table>
<thead>
<tr>
<th>Checklist item</th>
<th>Percentage of EMNLP 2018 papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reports train/validation/test splits</td>
<td>92%</td>
</tr>
<tr>
<td>Reports best hyperparameter assignments</td>
<td>74%</td>
</tr>
<tr>
<td>Reports code</td>
<td>30%</td>
</tr>
<tr>
<td>Reports dev accuracy</td>
<td>24%</td>
</tr>
<tr>
<td>Reports computing infrastructure</td>
<td>18%</td>
</tr>
<tr>
<td>Reports empirical runtime</td>
<td>14%</td>
</tr>
<tr>
<td>Reports search strategy</td>
<td>14%</td>
</tr>
<tr>
<td>Reports score distribution</td>
<td>10%</td>
</tr>
<tr>
<td>Reports number of hyperparameter trials</td>
<td>10%</td>
</tr>
<tr>
<td>Reports hyperparameter search bounds</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 2.1: Presence of checklist items from §5 across 50 randomly sampled EMNLP 2018 papers that involved modeling experiments.

can only draw a conclusion if the new model outperforms the LSTM.  

In a larger sense, there may be no simple way to make a comparison “fair.” For example, the two models in Fig. 2.1 have hyperparameter spaces that are different, so fixing the same number of hyperparameter trials for both models does not imply a fair comparison. In practice, it is often not possible to measure how much past human experience has contributed to reducing the hyperparameter bounds for popular models, and there might not be a way to account for the fact that better understood (or more common) models can have better spaces to optimize over. Further, the cost of one application of $A$ might be quite different depending on the model family. Converting to runtime is one possible solution, but implementation effort could still affect comparisons at a fixed $x$-value. Because of these considerations, our focus is on reporting whatever experimental results exist.

2.5 Discussion: Reproducibility

In NLP, the use of standardized test sets and public leaderboards (which limit test evaluations) has helped to mitigate the so-called “replication crisis” happening in fields such as psychology and medicine (Ioannidis, 2005; Gelman and Loken, 2014). Unfortunately, leaderboards can create additional reproducibility issues (Rogers, 2019). First, leaderboards obscure the budget that was used to tune hyperparameters, and thus the amount of work required to apply a model to a new dataset. Second, comparing to a model on a leaderboard is difficult if they only report test scores. For example, on the GLUE benchmark (Wang et al., 2018), the differences in test set performance between the top performing models can be on the order of a tenth of a percent, while the difference between test and validation performance might be one percent or larger.

*This is similar to controlling for the amount of training data, which is an established norm in NLP research.
Verifying that a new implementation matches established performance requires submitting to the leaderboard, wasting test evaluations. Thus, we recommend leaderboards report validation performance for models evaluated on test sets.

As an example, consider Devlin et al. (2019), which introduced BERT and reported state-of-the-art results on the GLUE benchmark. The authors provide some details about the experimental setup, but do not report a specific budget. Subsequent work which extended BERT (Phang et al., 2018) included distributions of validation results, and we highlight this as a positive example of how to report experimental results. To achieve comparable test performance to Devlin et al. (2019), the authors report the best of twenty or one hundred random initializations. Their validation performance reporting not only illuminates the budget required to fine-tune BERT on such tasks, but also gives other practitioners results against which they can compare without submitting to the leaderboard.

2.6 Related Work

Lipton and Steinhardt (2018) address a number of problems with the practice of machine learning, including incorrectly attributing empirical gains to modeling choices when they came from other sources such as hyperparameter tuning. Sculley et al. (2018) list examples of similar evaluation issues, and suggest encouraging stronger standards for empirical evaluation. They recommend detailing experimental results found throughout the research process in a time-stamped document, as is done in other experimental science fields. Our work formalizes these issues and provides an actionable set of recommendations to address them.

Reproducibility issues relating to standard data splits (Schwartz et al., 2011; Gorman and Bedrick, 2019; Recht et al., 2019a,b) have surfaced in a number of areas. Shuffling standard training, validation, and test set splits led to a drop in performance, and in a number of cases the inability to reproduce rankings of models. Dror et al. (2017) studied reproducibility in the context of consistency among multiple comparisons.

Limited community standards exist for documenting datasets and models. To address this, Gebru et al. (2018) recommend pairing new datasets with a “datasheet” which includes information such as how the data was collected, how it was cleaned, and the motivation behind building the dataset. Similarly, Mitchell et al. (2019) advocate for including a “model card” with trained models which document training data, model assumptions, and intended use, among other things. Our recommendations in §2.4 are meant to document relevant information for experimental results.

In Chapter 5 we further examine the stability of contextual language models, and show that the results claimed in a number of other papers are brittle.
2.7 Conclusion

In this chapter we have shown how current practice in experimental NLP fails to support a simple standard of reproducibility, primarily due to failing to sufficiently report experimental information. We have shown that the computational budget, and how performance changes as a function of that budget, is necessary information when drawing reproducible conclusions about which approach performs best. Our technique for estimating the expected validation performance of a method as a function of the budget helps address this shortcoming. In addition, our recommendations for reporting experimental findings through a reproducibility checklist outline how the community can first measure then improve upon efficient methods in machine learning and NLP.
Figure 2.1: Current practice when comparing NLP models is to train multiple instantiations of each, choose the best model of each type based on validation performance, and compare their performance on test data (inner box). Under this setup, (assuming test-set results are similar to validation), one would conclude from the results above (hyperparameter search for two models on the 5-way SST classification task) that the CNN outperforms Logistic Regression (LR). In our proposed evaluation framework, we instead encourage practitioners to consider the expected validation accuracy ($y$-axis; shading shows ±1 standard deviation), as a function of budget ($x$-axis). Each point on a curve is the expected value of the best validation accuracy obtained ($y$) after evaluating $x$ random hyperparameter values. Note that (1) the better performing model depends on the computational budget; LR has higher expected performance for budgets up to 10 hyperparameter assignments, while the CNN is better for larger budgets. (2) Given a model and desired accuracy (e.g., 0.395 for CNN), we can estimate the expected budget required to reach it (16; dotted lines).
Figure 2.2: Expected maximum performance of a BCN classifier on SST. We compare three embedding approaches (GloVe embeddings, GloVe + frozen ELMo, and GloVe + fine-tuned ELMo). The x-axis is time, on a log scale. We omit the variance for visual clarity. For each of the three model families, we sampled 50 hyperparameter values, and plot the expected maximum performance with the x-axis values scaled by the average training duration. The plot shows that for each approach (GloVe, ELMo frozen, and ELMo fine-tuned), there exists a budget for which it is preferable.
Figure 2.3: Comparing reported accuracies (dashed lines) on SciTail to expected validation performance under varying levels of compute (solid lines). The estimated budget required for expected performance to match the reported result differs substantially across models, and the relative ordering varies with budget. We omit variance for visual clarity.
Figure 2.4: Comparing reported development exact-match score of BIDAF (dashed line) on SQuAD to expected performance of the best model with varying computational budgets (solid line). The shaded area represents the expected performance \( \pm 1 \) standard deviation, within the observed range of values, for the expected performance to match the reported results.
Chapter 3

Efficient Hyperparameter Optimization

Driven by the need for parallelizable hyperparameter optimization methods, this chapter studies open loop search methods: sequences that are predetermined and can be generated before a single configuration is evaluated. Efficient hyperparameter search methods can reduce the computational cost of achieving a certain level of performance, or improve performance for a given budget. In Chapter 2 we developed a tool for reporting the results of uniform sampling for hyperparameter optimization, and here we introduce a new hyperparameter optimization algorithm which is more computationally efficient than uniform sampling. Our experiments show significant benefits in realistic scenarios with a limited budget for training supervised learners, whether in serial or parallel. This chapter extends Dodge et al. (2017).

Hyperparameter values—regularization strength, model family choices like depth of a neural network or which nonlinear functions to use, procedural elements like dropout rates, stochastic gradient descent step sizes, and data preprocessing choices—can make the difference between a successful application of machine learning and a wasted effort. To search among many hyperparameter values requires repeated execution of often-expensive learning algorithms, creating a major obstacle for practitioners and researchers alike.

In general, on iteration (evaluation) $k$, a hyperparameter searcher suggests a $d$-dimensional hyperparameter configuration $x_k \in \mathcal{X}$ (e.g., $\mathcal{X} = \mathbb{R}^d$ but could also include discrete dimensions), a worker trains a model using $x_k$, and returns a validation loss of $y_k \in \mathbb{R}$ computed on a hold out set. In this work we say a hyperparameter searcher is open loop if $x_k$ depends only on $\{x_i\}_{i=1}^{k-1}$; examples include choosing $x_k$ uniformly at random (Bergstra and Bengio, 2012), or $x_k$ coming from a low-discrepancy sequence (c.f., (Iacò, 2015)). We say a searcher is closed loop if $x_k$ depends on both the past configurations and validation losses $\{(x_i, y_i)\}_{i=1}^{k-1}$; examples include Bayesian optimization (Snoek et al., 2012) and reinforcement learning methods (Zoph
and Le, 2017). Note that open loop methods can draw an infinite sequence of configurations before training a single model, whereas closed loop methods rely on validation loss feedback in order to make suggestions.

While sophisticated closed loop selection methods have been shown to empirically identify good hyperparameter configurations faster (i.e., with fewer iterations) than open loop methods like random search, **two trends have rekindled interest in embarrassingly parallel open loop methods**: 1) modern deep learning models are taking longer to train, sometimes up to days or weeks, and 2) the rise of cloud resources available to anyone that charge not by the number of machines, but by the number of CPU-hours used so that 10 machines for 100 hours costs the same as 1000 machines for 1 hour.

This chapter explores the landscape of open loop methods, identifying tradeoffs that are rarely considered, if at all acknowledged. While random search is arguably the most popular open loop method and chooses each \( x_k \) independently of \( \{x_i\}_{i=1}^{k-1} \), it is by no means the only choice. In many ways uniform random search is the least interesting of the methods we will discuss because we will advocate for methods where \( x_k \) depends on \( \{x_i\}_{i=1}^{k-1} \) to promote diversity. In particular, we will focus on drawing \( \{x_i\}_{i=1}^{k} \) from a \( k \)-determinantal point process (DPP) (Kulesza et al., 2012). We introduce a sampling algorithm which allows DPPs to support real, integer, and categorical dimensions, any of which may have a tree structure, and we describe connections between DPPs and Gaussian processes (GPs).

In synthetic experiments, we find our diversity-promoting open-loop method outperforms other open loop methods. In practical hyperparameter optimization experiments, we find that it significantly outperforms other approaches in cases where the hyperparameter values have a large effect on performance. Finally, we compare against a closed loop Bayesian optimization method, and find that sequential Bayesian optimization takes, on average, more than ten times as long to find a good result, for a gain of only 0.15 percent accuracy on a particular hyperparameter optimization task.

### 3.1 Related Work

While this work focuses on open loop methods, the vast majority of recent work on hyperparameter tuning has been on closed loop methods, which we briefly review.

#### 3.1.1 Closed Loop Methods

Much attention has been paid to sequential model-based optimization techniques such as Bayesian optimization (Bergstra et al., 2011; Snoek et al., 2012) which sample hyperparameter spaces adaptively. These techniques first choose a point in the space of hyperparameters, then train and evaluate a model with the hyperparameter values represented by that point, then
sample another point based on how well previous point(s) performed. When evaluations are fast, inexpensive, and it’s possible to evaluate a large number of points (e.g. \( k = \Omega(2^d) \) for \( d \) hyperparameters) these approaches can be advantageous, but in the more common scenario where we have limited time or a limited evaluation budget, the sequential nature of closed loop methods can be cumbersome. In addition, it has been observed that many Bayesian optimization methods with a moderate number of hyperparameters, when run for \( k \) iterations, can be outperformed by sampling \( 2^k \) points uniformly at random (Li et al., 2018), indicating that even simple open loop methods can be competitive.

Parallelizing Bayesian optimization methods has proven to be nontrivial, though many agree that it’s vitally important. While many algorithms exist which can sample more than one point at each iteration (Contal et al., 2013; Desautels et al., 2014; González et al., 2016; Kandasamy et al., 2018), the sequential nature of Bayesian optimization methods prevent the full parallelization open loop methods can employ. Even running two iterations (with batches of size \( k/2 \)) will take on average twice as long as fully parallelizing the evaluations, as you can do with open loop methods like grid search, sampling uniformly, or sampling according to a DPP.

One line of research has examined the use of \( k \)-DPPs for optimizing hyperparameters in the context of parallelizing Bayesian optimization (Kathuria et al., 2016; Wang et al., 2017). At each iteration within one trial of Bayesian optimization, instead of drawing a single new point to evaluate from the posterior, they define a \( k \)-DPP over a relevance region from which they sample a diverse set of points. They found their approach to beat state-of-the-art performance on a number of hyperparameter optimization tasks, and they proved that generating batches by sampling from a \( k \)-DPP has better regret bounds than a number of other approaches. They show that a previous batch sampling approach which selects a batch by sequentially choosing a point which has the highest posterior variance (Contal et al., 2013) is just approximating finding the maximum probability set from a \( k \)-DPP (an NP-hard problem (Kulesza et al., 2012)), and they prove that sampling (as opposed to maximization) has better regret bounds for this optimization task. We use the work of Kathuria et al. (2016) as a foundation for our exploration of fully-parallel optimization methods, and thus we focus on \( k \)-DPP sampling as opposed to maximization.

So-called configuration evaluation methods have been shown to perform well by adaptively allocating resources to different hyperparameter settings (Swersky et al., 2014; Li et al., 2018). They initially choose a set of hyperparameters to evaluate (often uniformly), then partially train a set of models for these hyperparameters. After some fixed training budget (e.g., time, or number of training examples observed), they compare the partially trained models against one another and allocate more resources to those which perform best. Eventually, these algorithms produce one (or a small number) of fully trained, high-quality models. In some sense, these approaches are orthogonal to open vs. closed loop methods, as the diversity-promoting approach we advocate can be used as a drop-in replacement to the method used to choose the initial
3.1.2 Sampling proportional to the posterior variance of a Gaussian process

GPs have long been lauded for their expressive power, and have been used extensively in the hyperparameter optimization literature. Hennig and Garnett (2016) show that drawing a sample from a $k$-DPP with kernel $K$ is equivalent to sequentially sampling $k$ times proportional to the (updated) posterior variance of a GP defined with covariance kernel $K$. This sequential sampling is one of the oldest hyperparameter optimization algorithms, though our work is the first to perform an in-depth analysis. Additionally, this has a nice information theoretic justification: since the entropy of a Gaussian is proportional to the log determinant of the covariance matrix, points drawn from a DPP have probability proportional to $\exp$-information gain, and the most probable set from the DPP is the set which maximizes the information gain. With our MCMC algorithm presented in Algorithm 2, we can draw samples with these appealing properties from any space for which we can draw uniform samples. The ability to draw $k$-DPP samples by sequentially sampling points proportional to the posterior variance grants us another boon: if one has a sample of size $k$ and wants a sample of size $k+1$, only a single additional point needs to be drawn, unlike with the sampling algorithms presented in Kulesza et al. (2012). Using this approach, we can draw samples up to $k = 100$ in less than a second on a machine with 32 cores.

3.1.3 Open Loop Methods

As discussed above, recent trends have renewed interest in open loop methods. While there exist many different batch BO algorithms, analyzing these in the open loop regime (when there are no results from function evaluations) is often rather simple. As there is no information with which to update the posterior mean, function evaluations are hallucinated using the prior or points are drawn only using information about the posterior variance. For example, in the open loop regime, Kandasamy et al. (2018)’s approach without hallucinated observations is equivalent to uniform sampling, and their approach with hallucinated observations (where they use the prior mean in place of a function evaluation, then update the posterior mean and variance) is equivalent to sequentially sampling according to the posterior variance (which is the same as sampling from a DPP). Similarly, open loop optimization in SMAC (Hutter et al., 2012) is equivalent to first Latin hypercube sampling to make a large set of diverse candidate points, then sampling $k$ uniformly among these points.

Recently, uniform sampling was shown to be competitive with sophisticated closed loop methods for modern hyperparameter optimization tasks like optimizing the hyperparameters of deep neural networks (Li et al., 2018), inspiring other works to explain the phenomenon (Ahmed et al., 2016). Bergstra and Bengio (2012) offer one of the most comprehensive studies of open
loop methods to date, and focus attention on comparing random search and grid search. A main takeaway of the paper is that uniform random sampling is generally preferred to grid search due to the frequent observation that some hyperparameters have little impact on performance, and random search promotes more diversity in the dimensions that matter. Essentially, if points are drawn uniformly at random in $d$ dimensions but only $d' < d$ dimensions are relevant, those same points are uniformly distributed (and just as diverse) in $d'$ dimensions. Grid search, on the other hand, distributes configurations aligned with the axes so if only $d' < d$ dimensions are relevant, many configurations are essentially duplicates.

However, grid search does have one favorable property that is clear in just one dimension. If $k$ points are distributed on $[0, 1]$ on a grid, the maximum spacing between points is equal to $\frac{1}{k-1}$. But if points are uniformly at random drawn on $[0, 1]$, the expected largest gap between points scales as $\frac{1}{\sqrt{k}}$. If, by bad luck, the optimum is located in this largest gap, this difference could be considerable; we attempt to quantify this idea in the next section.

3.2 Measures of spread

Quantifying the spread of a sequence $x = (x_1, x_2, \ldots, x_k)$ (or, similarly, how well $x$ covers a space) is a well-studied concept. In this section we introduce discrepancy, a quantity used by previous work, and dispersion, which we argue is more appropriate for optimization problems.

3.2.1 Discrepancy

Perhaps the most popular way to quantify the spread of a sequence is star discrepancy. One can interpret the star discrepancy as a multidimensional version of the Kolmogorov-Smirnov statistic between the sequence $x$ and the uniform measure; intuitively, when $x$ contains points which are spread apart, star discrepancy is small. Star discrepancy is defined as

$$D_k(x) = \sup_{u_1, \ldots, u_d \in [0,1]} \left| A_k(x, u_j) - \prod_{j=1}^d u_j \right|,$$

where

$$A_k(x, u_j) = \frac{1}{k} \sum_{i=1}^k 1 \{ x_i \in \prod_{j=1}^d [0, u_j) \}.$$

It is well-known that a sequence chosen uniformly at random from $[0, 1]^d$ has an expected star discrepancy of at least $\sqrt{\frac{1}{k}}$ (and is no greater than $\sqrt{\frac{d \log(d)}{k}}$) (Shalev-Shwartz and Ben-David, 2014) whereas sequences are known to exist with star discrepancy less than $\frac{\log(k)}{d}$ (Sobol’, 1967), where both bounds depend on absolute constants.

1 Grid search uniformly grids $[0, 1]^d$ such that $x_k = (\frac{i_1}{m}, \frac{i_2}{m}, \ldots, \frac{i_d}{m})$ is a point on the grid for $i_j = 0, 1, \ldots, m$ for all $j$, with a total number of grid points equal to $(m+1)^d$. 
Comparing the star discrepancy of sampling uniformly and Sobol, the bounds suggest that as $d$ grows large relative to $k$, Sobol starts to suffer. Indeed, Bardenet and Hardy (2016) notes that the Sobol rate is not even valid until $k = \Omega(2^d)$ which motivates them to study a formulation of a DPP that has a star discrepancy between Sobol and random and holds for all $k$, small and large. They primarily approached this problem from a theoretical perspective, and didn’t include experimental results. Their work, in part, motivates us to look at DPPs as a solution for hyperparameter optimization.

Star discrepancy plays a prominent role in the numerical integration literature, as it provides a sharp bound on the numerical integration error through the the Koksma-Hlawka inequality (given in Section 3.2.1) (Hlawka, 1961). This has led to wide adoption of low discrepancy sequences, even outside of numerical integration problems. For example, Bergstra and Bengio (2012) analyzed a number of low discrepancy sequences for some optimization tasks and found improved optimization performance over uniform sampling and grid search. Additionally, low discrepancy sequences such as the Sobol sequence\(^2\) are used as an initialization procedure for some Bayesian optimization schemes (Snoek et al., 2012).

Koksma-Hlawka inequality

Let $\mathcal{B}$ be the $d$-dimensional unit cube, and let $f$ have bounded Hardy and Krause variation $Var_{HK}(f)$ on $\mathcal{B}$. Let $\mathbf{x} = (x_1, x_2, \ldots, x_k)$ be a set of points in $\mathcal{B}$ at which the function $f$ will be evaluated to approximate an integral. The Koksma-Hlawka inequality bounds the numerical integration error by the product of the star discrepancy and the variation:

$$
\left| \frac{1}{k} \sum_{i=1}^{k} f(x_i) - \int_{\mathcal{B}} f(u) du \right| \leq Var_{HK}(f)D_k(\mathbf{x}).
$$

We can see that for a given $f$, finding $\mathbf{x}$ with low star discrepancy can improve numerical integration approximations.

3.2.2 Dispersion

Previous work on open loop hyperparameter optimization focused on low discrepancy sequences (Bergstra and Bengio, 2012; Bousquet et al., 2017), but optimization performance—how close a point in our sequence is to the true, fixed optimum—is our goal, not a sequence with low discrepancy. As discrepancy doesn’t directly bound optimization error, we turn instead to dispersion

$$
d_k(\mathbf{x}) = \sup_{x \in [0,1]^d} \min_{1 \leq i \leq k} \rho(x, x_i),
$$

\(^2\)Bergstra and Bengio (2012) found that the Niederreiter and Halton sequences performed similarly to the Sobol sequence, and that the Sobol sequence outperformed Latin hypercube sampling. Thus, our experiments include the Sobol sequence (with the Cranley-Patterson rotation) as a representative low-discrepancy sequence.
where $\rho$ is a distance (in our experiments $L_2$ distance). Intuitively, the dispersion of a point set is the radius of the largest Euclidean ball containing no points; dispersion measures the worst a point set could be at finding the optimum of a space.

Following (Niederreiter, 1992), we can bound the optimization error as follows. Let $f$ be the function we are aiming to optimize (maximize) with domain $\mathcal{B}$, $m(f) = \sup_{x \in \mathcal{B}} f(x)$ be the global optimum of the function, and $m_k(f; x) = \sup_{1 \leq i \leq k} f(x_i)$ be the best-found optimum from the set $x$. Assuming $f$ is continuous (at least near the global optimum), the modulus of continuity is defined as

$$\omega(f; t) = \sup_{x,y \in \mathcal{B}, \rho(x,y) \leq t} |f(x) - f(y)|,$$

for some $t \geq 0$.

**Theorem 1.** (Niederreiter, 1992) For any point set $x$ with dispersion $d_k(x)$, the optimization error is bounded as

$$m(f) - m_k(f; x) \leq \omega(f; d_k(x)).$$

Dispersion can be computed (somewhat) efficiently (unlike discrepancy, $D_k(x)$, which is NP-hard (Zhigljavsky and Zilinskas, 2007)). One algorithm is to find a (bounded) voronoi diagram over the search space for a point set $X_k$. Then, for each vertex in the voronoi diagram, find the closest point in $X_k$. The dispersion is the max over these distances. This is how it is computed in this section.

Discrepancy is a global measure which depends on all points, while dispersion only depends on points near the largest “hole”. Dispersion is at least $\Omega(k^{-1/d})$, and while low discrepancy implies low dispersion ($d^{1/2}d_k(x) \leq \frac{1}{2}D_k(x)^{1/d}$), the other direction does not hold. Therefore we know that the low-discrepancy sequences evaluated in previous work are also low-dispersion sequences in the big-$O$ sense, but as we will see they may behave quite differently. Samples drawn uniformly are not low dispersion, as they have rate $(\ln(k)/k)^{1/d}$ (Zhigljavsky and Zilinskas, 2007).

Optimal dispersion in one dimension is found with an evenly spaced grid, but it’s unknown how to get an optimal set in higher dimensions.\(^3\) Finding a set of points with the optimal dispersion is as hard as solving the circle packing problem in geometry with $k$ equal-sized circles which are as large as possible. Dispersion is bounded from below with $d_k(x) \geq (\Gamma(d/2 + 1))^{1/d} \pi^{-1/2}k^{-1/d}$, though it is unknown if this bound is sharp.

\(^3\)In two dimensions a hexagonal tiling finds the optimal dispersion, but this is only valid when $k$ is divisible by the number of columns and rows in the tiling.
3.2.3 Distance to the center and the origin

One natural surrogate of average optimization performance is to define a hyperparameter space on $[0, 1]^d$ and measure the distance from a fixed point, say $\frac{1}{2}1 = (\frac{1}{2}, \ldots, \frac{1}{2})$, to the nearest point in the length $k$ sequence in the Euclidean norm squared: $\min_{i=1, \ldots, k} ||x_i - \frac{1}{2}1||^2$. The Euclidean norm (squared) is motivated by a quadratic Taylor series approximation around the minimum of the hypothetical function we wish to minimize. In the first columns of Figure 3.1 we plot the smallest distance from the center $\frac{1}{2}1$, as a function of the length of the sequence (in one dimension) for the Sobol sequence, uniform at random, and a DPP. We observe all methods appear comparable when it comes to distance to the center.

Figure 3.1: Comparison of the Sobol sequence, samples a from $k$-DPP, and uniform random for two metrics of interest. These log-log plots show uniform sampling and $k$-DPP-RBF performs comparably to the Sobol sequence in terms of distance to the center, but on another (distance to the origin) $k$-DPP-RBF samples outperform the Sobol sequence and uniform sampling.

Acknowledging the fact that practitioners define the search space themselves more often than not, we realize that if the search space bounds are too small, the optimal solution often is found on the edge, or in a corner of the hypercube (as the true global optima are outside the space). Thus, in some situations it makes sense to bias the sequence towards the edges and the corners, the very opposite of what low discrepancy sequences attempt to do. While Sobol and uniformly random sequences will not bias themselves towards the corners, a DPP does. This happens because points from a DPP are sampled according to how distant they are from the existing points; this tends to favor points in the corners. This same behavior of sampling in the corners is also very common for Bayesian optimization schemes, which is not surprise due to the known connections between sampling from a DPP and Gaussian processes (see Section 3.1.2). In the second column of Figure 3.1 we plot the distance to the origin which is just an arbitrarily chosen corner of hypercube. As expected, we observe that the DPP tends to outperform uniform
at random and Sobol in this metric.

3.2.4 Comparison of Open Loop Methods

In Figure 3.2 we plot the dispersion of the Sobol sequence, samples drawn uniformly at random, and samples drawn from a $k$-DPP, in one and two dimensions. To generate the $k$-DPP samples, we sequentially drew samples proportional to the (updated) posterior variance (using an RBF kernel, with $\sigma = \sqrt{2/k}$), as described in Section 3.1.2. When $d = 1$, the regular structure of the Sobol sequence causes it to have increasingly large plateaus, as there are many “holes” of the same size.\footnote{By construction, each individual dimension of the $d$-dimensional Sobol sequence has these same plateaus.} For example, the Sobol sequence has the same dispersion for $42 \leq k \leq 61$, and $84 \leq k \leq 125$. Samples drawn from a $k$-DPP appear to have the same asymptotic rate as the Sobol sequence, but they don’t suffer from the plateaus. When $d = 2$, the $k$-DPP samples have lower average dispersion and lower variance.

One other natural surrogate of average optimization performance is to measure the distance from a fixed point, say $\frac{1}{2}1 = (\frac{1}{2}, \ldots, \frac{1}{2})$ or from the origin, to the nearest point in the length $k$ sequence. Our experiments (in Appendix 3.2.3) on these metrics show the $k$-DPP samples bias samples to the corners of the space, which can be beneficial when the practitioner defined the search space with bounds that are too small.

Note, the low-discrepancy sequences are usually defined only for the $[0, 1]^d$ hypecrube, so for hyperparameter search which involves conditional hyperparameters (i.e. those with tree structure) they are not appropriate. In what follows, we study the $k$-DPP in more depth and how it performs on real-world hyperparameter tuning problems.

3.3 Method

We begin by reviewing DPPs and $k$-DPPs. Let $\mathcal{B}$ be a domain from which we would like to sample a finite subset. (In our use of DPPs, this is the set of hyperparameter assignments.) In general, $\mathcal{B}$ could be discrete or continuous; here we assume it is discrete with $N$ values, and we define $\mathcal{Y} = \{1, \ldots, N\}$ to be a a set which indexes $\mathcal{B}$ (this index set will be particularly useful in Algorithm 1). In Section 3.3.2 we address when $\mathcal{B}$ has continuous dimensions. A DPP defines a probability distribution over $2^\mathcal{Y}$ (all subsets of $\mathcal{Y}$) with the property that two elements of $\mathcal{Y}$ are more (less) likely to both be chosen the more dissimilar (similar) they are. Let random variable $\mathbf{Y}$ range over finite subsets of $\mathcal{Y}$.

There are several ways to define the parameters of a DPP. We focus on $L$-ensembles, which define the probability that a specific subset is drawn (i.e., $P(\mathbf{Y} = \mathcal{A})$ for some $\mathcal{A} \subset \mathcal{Y}$) as:

$$P(\mathbf{Y} = \mathcal{A}) = \frac{\det(L_{\mathcal{A}})}{\det(L + I)} \quad (3.1)$$

By construction, each individual dimension of the $d$-dimensional Sobol sequence has these same plateaus.
(a) Dispersion, with $d = 1$.

(b) Dispersion, with $d = 2$.

Figure 3.2: Dispersion of the Sobol sequence, samples from a $k$-DPP, and uniform random samples (lower is better). These log-log plots show when $d = 1$ that Sobol suffers from regular plateaus of increasing size, while when $d = 2$ the $k$-DPP samples have lower average dispersion and lower variance.

As shown in (Kulesza et al., 2012), this definition of $\mathbf{L}$ admits a decomposition to terms representing the quality and diversity of the elements of $\mathcal{Y}$. For any $y_i, y_j \in \mathcal{Y}$, let:

$$L_{i,j} = q_i q_j K(\phi_i, \phi_j),$$  \hspace{1cm} (3.2)

where $q_i > 0$ is the quality of $y_i$, $\phi_i \in \mathbb{R}^d$ is a featurized representation of $y_i$, and $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow [0, 1]$ is a similarity kernel (e.g. cosine distance). (We will discuss how to featurize hyperparameter settings in Section 3.3.3.)

Here, we fix all $q_i = 1$; in future work, closed loop methods might make use of $q_i$ to encode evidence about the quality of particular hyperparameter settings to adapt the DPP’s distribution over time.

### 3.3.1 Sampling from a $k$-DPP

DPPs have support over all subsets of $\mathcal{Y}$, including $\emptyset$ and $\mathcal{Y}$ itself. In many practical settings, one may have a fixed budget that allows running the training algorithm $k$ times, so we require precisely $k$ elements of $\mathcal{Y}$ for evaluation. $k$-DPPs are distributions over subsets of $\mathcal{Y}$ of size $k$. Thus,

$$P(\mathcal{Y} = \mathcal{A} | |\mathcal{Y}| = k) = \frac{\det(\mathbf{L}_A)}{\sum_{\mathcal{A}' \subset \mathcal{Y}, |\mathcal{A}'| = k} \det(\mathbf{L}_{\mathcal{A}'})}. \hspace{1cm} (3.3)$$

Sampling from $k$-DPPs has been well-studied. When the base set $\mathcal{B}$ is a set of discrete items,
exact sampling algorithms are known which run in $O(Nk^3)$ (Kulesza et al., 2012). When the base set is a continuous hyperrectangle, a recent exact sampling algorithm was introduced, based on a connection with Gaussian processes (GPs), which runs in $O(dk^2 + k^3)$ (Hennig and Garnett, 2016). We are unaware of previous work which allows for sampling from $k$-DPPs defined over any other base sets.

### 3.3.2 Sampling $k$-DPPs defined over arbitrary base sets

Anari et al. (2016) present a Metropolis-Hastings algorithm (included here as Algorithm 1) which is a simple and fast alternative to the exact sampling procedures described above. However, it is restricted to discrete domains. We propose a generalization of the MCMC algorithm which preserves relevant computations while allowing sampling from any base set from which we can draw uniform samples, including those with discrete dimensions, continuous dimensions, some continuous and some discrete dimensions, or even (conditional) tree structures (Algorithm 2). To the best of our knowledge, this is the first algorithm which allows for sampling from a $k$-DPP defined over any space other than strictly continuous or strictly discrete, and thus the first algorithm to utilize the expressive capabilities of the posterior variance of a GP in these regimes.

**Algorithm 1** Drawing a sample from a discrete $k$-DPP (Anari et al., 2016)

**Input:** $L$, a symmetric, $N \times N$ matrix where $L_{i,j} = q_i q_j K(\phi_i, \phi_j)$ which defines a DPP over a finite base set of items $B$, and $Y = \{1, \ldots, N\}$, where $Y_i$ indexes a row or column of $L$

**Output:** $B_Y$ (the points in $B$ indexed by $Y$)

1. Initialize $Y$ to $k$ elements sampled from $Y$ uniformly
2. while not mixed do
3. uniformly sample $u \in Y, v \in Y \setminus Y$
4. set $Y' = Y \cup \{v\} \setminus \{u\}$
5. $p \leftarrow \frac{1}{2} \min\left(1, \frac{\det(L_{Y'})}{\det(L_{Y})}\right)$
6. with probability $p$: $Y = Y'$
7. Return $B_Y$

Algorithm 1 proceeds as follows: First, initialize a set $Y$ with $k$ indices of $L$, drawn uniformly. Then, at each iteration, sample two indices of $L$ (one within and one outside of the set $Y$), and with some probability replace the item in $Y$ with the other.

When we have continuous dimensions in the base set, however, we can’t define the matrix $L$, so sampling indices from it is not possible. We propose Algorithm 2, which samples points directly from the base set $B$ instead (assuming continuous dimensions are bounded), and computes only the principal minors of $L$ needed for the relevant computations on the fly.

Even in the case where the dimensions of $B$ are discrete, Algorithm 2 requires less computation and space than Algorithm 1 (assuming the quality and similarity scores are stored once computed, and retrieved when needed). Previous analyses claimed that Algorithm 1 should mix after $O(N \log(N))$ steps. There are $O(N^2)$ computations required to compute the full matrix $L$, and at each iteration we will compute at most $O(k)$ new elements of $L$, so even in the worst
Algorithm 2 Drawing a sample from a $k$-DPP defined over a space with continuous and discrete dimensions

**Input:** A base set $\mathcal{B}$ with some continuous and some discrete dimensions, a quality function $\Psi : Y_i \rightarrow q_i$, a feature function $\Phi : Y_i \rightarrow \phi_i$

**Output:** $\beta$, a set of $k$ points in $\mathcal{B}$

1. Initialize $\beta$ to $k$ points sampled from $\mathcal{B}$ uniformly
2. while not mixed do
3. uniformly sample $u \in \beta, v \in \mathcal{B} \setminus \beta$
4. set $\beta' = \beta \cup \{v\} \setminus \{u\}$
5. compute the quality score for each item, $q_i = \Psi(\beta_i), \forall i$, and $q_i' = \Psi(\beta'_i), \forall i$
6. construct $L_\beta = [q_i q_j K(\Phi(\beta_i), \Phi(\beta_j))], \forall i,j$
7. construct $L_{\beta'} = [q'_i q'_j K(\Phi(\beta'_i), \Phi(\beta'_j))], \forall i,j$
8. $p \leftarrow \frac{1}{2} \min(1, \frac{\det(L_{\beta'})}{\det(L_{\beta})})$
9. with probability $p$: $\beta = \beta'$
10. Return $\beta$

In this case we will save space and computation whenever $k \log(N) < N$. In expectation, we will save significantly more.

### 3.3.3 Constructing L for hyperparameter optimization

Let $\phi_i$ be a feature vector for $y_i \in \mathcal{Y}$, a modular encoding of the attribute-value mapping assigning values to different hyperparameters, in which fixed segments of the vector are assigned to each hyperparameter attribute (e.g., the dropout rate, the choice of nonlinearity, etc.). For a hyperparameter that takes a numerical value in range $[h_{\text{min}}, h_{\text{max}}]$, we encode value $h$ using one dimension ($j$) of $\phi$ and project into the range $[0, 1]$:

$$\phi[j] = \frac{h - h_{\text{min}}}{h_{\text{max}} - h_{\text{min}}}$$ \hspace{1cm} (3.4)

This rescaling prevents hyperparameters with greater dynamic range from dominating the similarity calculations. A categorical-valued hyperparameter variable that takes $m$ values is given $m$ elements of $\phi$ and a one-hot encoding. Ordinal-valued hyperparameters can be encoded using a unary encoding. (For example, an ordinal variable which can take three values would be encoded with $[1,0,0]$, $[1,1,0]$, and $[1,1,1]$.) Additional information about the distance between the values can be incorporated, if it’s available. In this work, we then compute similarity using an RBF kernel, $K = \exp(-\frac{||\phi_i - \phi_j||^2}{2\sigma^2})$, and hence label our approach $k$-DPP-RBF. Values for $\sigma^2$ lead to models with different properties; when $\sigma^2$ is small, points that are spread out interact little with one another, and when $\sigma^2$ is large, the increased repulsion between the points encourages them to be as far apart as possible.
3.3.4 Tree-structured hyperparameters

Many real-world hyperparameter search spaces are tree-structured. For example, the number of layers in a neural network is a hyperparameter, and each additional layer adds at least one new hyperparameter which ought to be tuned (the number of nodes in that layer). For a binary hyperparameter like whether or not to use regularization, we use a one-hot encoding. When this hyperparameter is “on,” we set the associated regularization strength as above, and when it is “off” we set it to zero. Intuitively, with all other hyperparameter settings equal, this causes the off-setting to be closest to the least strong regularization. One can also treat higher-level design decisions as hyperparameters (Komer et al., 2014), such as whether to train a logistic regression classifier, a convolutional neural network, or a recurrent neural network. In this construction, the type of model would be a categorical variable (and thus get a one-hot encoding), and all child hyperparameters for an “off” model setting (such as the convergence tolerance for logistic regression, when training a recurrent neural network) would be set to zero.

![Figure 3.3: Average best-found model accuracy by iteration when training a convolutional neural network on three hyperparameter search spaces (defined in Section 3.4.1), averaged across 50 trials of hyperparameter optimization, with $k = 20$.](image)

3.4 Hyperparameter Optimization Experiments

In this section we present our hyperparameter optimization experiments. Our experiments consider a setting where hyperparameters have a large effect on performance: a convolutional neural network for text classification (Kim, 2014). The task is binary sentiment analysis on the Stanford sentiment treebank (Socher et al., 2013). On this balanced dataset, random guessing leads to 50% accuracy. We use the CNN-non-static model from Kim (2014), with skip-gram (Mikolov et al., 2013) vectors. The model architecture consists of a convolutional layer, a max-over-time pooling layer, then a fully connected layer leading to a softmax. All $k$-DPP
samples are drawn using Algorithm 2.

### 3.4.1 Simple tree-structured space

We begin with a search over three continuous hyperparameters and one binary hyperparameter, with a simple tree structure: the binary hyperparameter indicates whether or not the model will use $L_2$ regularization, and one of the continuous hyperparameters is the regularization strength. We assume a budget of $k = 20$ evaluations by training the convolutional neural net. $L_2$ regularization strengths in the range $[e^{-5}, e^{-1}]$ (or no regularization) and dropout rates in $[0.0, 0.7]$ are considered. We consider three increasingly “easy” ranges for the learning rate:

- **Hard**: $[e^{-5}, e^{5}]$, where the majority of the range leads to accuracy no better than chance.
- **Medium**: $[e^{-5}, e^{-1}]$, where half of the range leads to accuracy no better than chance.
- **Easy**: $[e^{-10}, e^{-3}]$, where the entire range leads to models that beat chance.

Figure 3.3 shows the accuracy (averaged over 50 runs) of the best model found after exploring 1, 2, . . . , $k$ hyperparameter settings. We see that $k$-DPP-RBF finds better models with fewer iterations necessary than the other approaches, especially in the most difficult case. Figure 3.3 compares the sampling methods against a Bayesian optimization technique using a tree-structured Parzen estimator (BO-TPE; Bergstra et al., 2011). This technique evaluates points sequentially, allowing the model to choose the next point based on how well previous points performed (a closed loop approach). It is state-of-the-art on tree-structured search spaces (though its sequential nature limits parallelization). Surprisingly, we find it performs the worst, even though it takes advantage of additional information. We hypothesize that the exploration/exploitation tradeoff in BO-TPE causes it to commit to more local search before exploring the space fully, thus not finding hard-to-reach global optima.

Note that when considering points sampled uniformly or from a DPP, the order of the $k$ hyperparameter settings in one trial is arbitrary (though this is not the case with BO-TPE as it is an iterative algorithm). In all cases the variance of the best of the $k$ points is lower than when sampled uniformly, and the differences in the plots are all significant with $p < 0.01$.

### 3.4.2 Optimizing within ranges known to be good

Zhang and Wallace (2015) analyzed the stability of convolutional neural networks for sentence classification with respect to a large set of hyperparameters, and found a set of six which they claimed had the largest impact: the number of kernels, the difference in size between the kernels, the size of each kernel, dropout, regularization strength, and the number of filters. We optimized over their prescribed “Stable” ranges for three open loop methods and one closed loop method; average accuracies with 95 percent confidence intervals from 50 trials of hyperparameter
optimization are shown in Figure 3.4, across $k = 5, 10, 15, 20$ iterations. We find that even when optimizing over a space for which all values lead to good models, $k$-DPP-RBF outperforms the other methods.

Our experiments reveal that, while the hyperparameters proposed by Zhang and Wallace (2015), can have an effect, the learning rate, which they do not analyze, is at least as impactful.

3.4.3 Wall clock time comparison with Spearmint

Here we compare our approach against Spearmint (Snoek et al., 2012), perhaps the most popular Bayesian optimization package. Figure 3.5 shows wall clock time and accuracy for 25 runs on the “Stable” search space of four hyperparameter optimization approaches: $k$-DPP-RBF (with $k = 20$), batch Spearmint with 2 iterations of batch size 10, batch Spearmint with 10 iterations of batch size 2, and sequential Spearmint. Each point in the plot is one hyperparameter assignment evaluation. The vertical lines represent how long, on average, it takes to find the best result in one run. We see that all evaluations for $k$-DPP-RBF finish quickly, while even the fastest batch method (2 batches of size 10) takes nearly twice as long on average to find a good result. The final average best-found accuracies are 82.61 for $k$-DPP-RBF, 82.65 for Spearmint with 2 batches of size 10, 82.7 for Spearmint with 10 batches of size 2, and 82.76 for sequential Spearmint. Thus, we find it takes on average more than ten times as long for sequential Spearmint to find its best solution, for a gain of only 0.15 percent accuracy.

When in the fully parallel, open loop setting, Spearmint simply returns the Sobol sequence.
Figure 3.5: Wall clock time (in seconds, x-axis) for 25 hyperparameter trials of hyperparameter optimization (each with $k = 20$) on the “Stable” search space define in Section 3.4.2. The vertical lines represent the average time it takes too find the best hyperparameter assignment in a trial.

### 3.5 Conclusions

This chapter provides an approach for reducing the computational expense of $H$, hyperparameter tuning, in the Green AI equation. We explored open loop hyperparameter optimization built on sampling from a $k$-DPP. We described how to define a $k$-DPP over hyperparameter search spaces, and showed that $k$-DPPs retain the attractive parallelization capabilities of random search. In synthetic experiments, we showed $k$-DPP samples perform well on a number of important metrics, even for large values of $k$. In hyperparameter optimization experiments, we see $k$-DPP-RBF outperform other open loop methods. Additionally, we see that sequential methods, even when using more than ten times as much wall clock time, gain less than 0.16 percent accuracy on a particular hyperparameter optimization problem. An open-source implementation of our method is available.
Chapter 4

Structured Sparsity for Parameter Efficient Neural Models

State-of-the-art neural models for NLP are heavily parameterized, requiring hundreds of millions (Devlin et al., 2019) and even billions (Radford et al., 2019) of parameters. While over-parameterized models can be easier to train (Livni et al., 2014), they may also introduce memory problems on small devices, as well as contribute to overfitting. This chapter presents a structure learning method for learning sparse, parameter-efficient models. Thus, this addresses $E$ in the Green AI equation, the cost of processing a single $(E)xample$. This chapter extends Dodge et al. (2019c).

In feature-based NLP, structured-sparse regularization, in particular the group lasso (Section 4.1.1, Yuan and Lin, 2006), has been proposed as a method to reduce model size while preserving performance (Martins et al., 2011). But, in neural NLP, some of the most widely used models—LSTMs (Hochreiter and Schmidhuber, 1997) and GRUs (Cho et al., 2014)—do not have an obvious, intuitive notion of “structure” in their parameters (other than, perhaps, division into layers), so the use of structured sparsity at first may appear incongruous.

In this chapter we show that group lasso can be successfully applied to neural NLP models. We focus on a family of neural models for which the hidden state exhibits a natural structure: rational RNNs (Section 4.1.2; Peng et al., 2018). In a rational RNN, the value of each hidden dimension is the score of a weighted finite-state automaton (WFSA) on (a prefix of) the input vector sequence. This property offers a natural grouping of the transition function parameters for each WFSA. As shown by Schwartz et al. (2018) and Peng et al. (2018), a variety of state-of-the-art neural architectures are rational (Lei et al., 2017; Bradbury et al., 2017; Foerster et al., 2017, inter alia), so learning parameter-efficient rational RNNs is of practical value. Rational
RNNs also introduce a natural interpretation, in the form of “soft” patterns (Schwartz et al., 2018), which our method leverages.

We apply a group lasso penalty to the WFSA parameters of rational RNNs during training, where each group is comprised of the parameters associated with one state in one WFSA (Figure 4.1; Section 4.2). This penalty pushes the parameters in some groups to zero, effectively eliminating them, and making the WFSA smaller. When all of the states for a given WFSA are eliminated, the WFSA is removed entirely, so this approach can be viewed as learning the number of WFSAs (i.e., the RNN hidden dimension) as well as their size. We then retain the sparse structure, which results in a much smaller model in terms of parameters.

We experiment with four text classification benchmarks (Section 4.3), using both GloVe (Pennington et al., 2014) and contextual BERT (Devlin et al., 2019) embeddings. Our results show that as we vary the regularization strengths, we end up with smaller models. These models have a better tradeoff between the number of parameters and model performance compared to setting the number of WFSAs and their lengths by hand or using hyperparameter search. In almost all cases, our approach results in a model with fewer parameters and similar or better performance as our baseline models. In contrast to neural architecture search (Jozefowicz et al., 2015; Zoph and Le, 2017), which can take several GPU years to learn an appropriate neural architecture, our approach requires only two training runs: one to learn the structure, and the other to estimate its parameters.

Finally, our approach touches on another appealing property of rational RNNs—their interpretability. As shown by Schwartz et al. (2018), each WFSA captures a “soft” version of patterns like “such a great X”, and can be visualized as such. By retaining a smaller number of WFSAs, our method allows to visualize the entire model succinctly. For example, we show in Section 4.4 that some of our sentiment analysis models rely exclusively on as few as *three* WFSAs (that is, a rational RNN with hidden size 3). We publicly release our implementation at
4.1 Background

We aim to learn parameter-efficient models using sparse regularization. Methods that encourage sparsity like group lasso (Yuan and Lin, 2006) assume that features can be meaningfully grouped. Such methods were popular when applied to linear models in NLP (Martins et al., 2011), where handcrafted features were grouped by the templates they instantiated. In neural NLP models, parameters are typically less interpretable, and hence it is not straightforward how to group them (Doshi-Velez, 2017).

In this work we apply sparse regularization to rational RNNs, which allows for learning meaningful sparse structures, by eliminating states or transitions, and even whole WFSAs. The main contribution of this chapter is applying group lasso to automate choices about which states or WFSAs to eliminate, thereby learning the neural structure itself. We briefly review group lasso and rational RNNs.

4.1.1 Group Lasso Penalty

This section reviews $\ell_1$ regularizer and group lasso. When added to a learner’s loss, the $\ell_1$ norm of a parameter vector (i.e., sum of absolute values of its elements) acts as a convex, subdifferentiable approximation to the $\ell_0$ penalty, known as the lasso (Tibshirani, 1996). Solving an $\ell_0$ regularized problem has been shown to be NP-Hard (Candes and Tao, 2005). Like the more widely used squared $\ell_2$ (“ridge”) regularizer, the lasso is used to improve generalization, usually in linear models. It also induces sparsity, by driving some of the parameters to zero, which (in the linear setting) is equivalent to eliminating the corresponding features. Thus the lasso can promote parameter efficiency, and has also been argued to improve interpretability (Tibshirani, 1996). Like all regularizers, the lasso term is typically scaled by a regularization strength hyperparameter (denoted by $\lambda$), so that the regularized learning problem is:

$$\hat{\mathbf{w}} = \arg\min_{\mathbf{w}} \mathcal{L}(\mathbf{w}) + \lambda \sum_i |w_i|,$$  \hspace{1cm} (4.1)

where $\mathcal{L}$ is the training loss, and $w_i$ is a scalar parameter in the model.

Group lasso (Yuan and Lin, 2006) generalizes the lasso to cases where a grouping of the parameters exists. Here sparsity works at the group level, driving all the parameters in a group towards zero. Denote the parameter vector for the $g^{th}$ group by $\mathbf{w}_g$ (a subvector of $\mathbf{w}$). The group lasso-regularized learning problem with $G$ groups is then:

$$\hat{\mathbf{w}} = \arg\min_{\mathbf{w}} \mathcal{L}(\mathbf{w}) + \lambda \sum_{g=1}^{G} \sqrt{\text{dim}(\mathbf{w}_g)} \|\mathbf{w}_g\|_2,$$  \hspace{1cm} (4.2)
with \( \text{dim}(\cdot) \) denoting the dimension of a vector. This weighting of groups, by the square root of their sizes, is one conventional approach, but others are possible. If every parameter is in its own group, the original lasso is recovered.

Lasso and group lasso were developed as tools for feature selection in linear models, but have recently been applied to neural networks (Scardapane et al., 2017; Gordon et al., 2018). They are both sparsifying regularizers that push parameters to zero, with different inductive biases: lasso regularizes individual parameters independently, while group lasso jointly regularizes groups of parameters. In its simplest form, the groups do not overlap; overlapping groups are possible but require more sophisticated optimization techniques; see Yuan et al. (2011) for a related discussion. Our groups are non-overlapping. We exploit the structure in rational RNNs for meaningful parameter grouping (i.e., each group contains parameters associated with a WFSA state), so that removing a group directly shrinks a WFSA and hence the overall architecture.

### 4.1.2 WFSAs and Rational RNNs

We define a weighted finite-state automaton (WFSA) as a tuple \( \langle \Sigma, Q, q_0, F, T \rangle \). \( \Sigma \) is a finite alphabet, and the WFSA assigns scores to strings in \( \Sigma^* \). \( Q \) is a finite set of states, \( q_0 \in Q \) a designated start state, and \( F \subseteq Q \) is a set of final states. \( T \) is a set of transitions, each a tuple of source state, target state, symbol from \( \Sigma \), and weight. Start and final states can also be weighted. In this work we weight them by constant 1, and suppress the definition of start and final weight functions, simplifying notations. A path consists of a sequence of transitions, and its score is computed as the product of the transition weights. The score of an input string summarizes all the paths deriving it, either by taking the sum of all paths or the maximum-scoring path, typically calculated using dynamic programming (Baum and Petrie, 1966). For more discussion about WFSAs, see Kuich and Salomaa (1986).

Recently, Schwartz et al. (2018) and Peng et al. (2018) showed that several recently proposed recurrent architectures, including SRU (Lei et al., 2017) and quasi-RNN (Bradbury et al., 2017), are different implementations of specific WFSAs. They named this family of models rational recurrent neural networks (rational RNNs).

Rational RNNs admit straightforward design of neural architectures. For instance, the one depicted in Figure 4.2 captures 4-gram patterns (Peng et al., 2018). Notably, unlike traditional WFSA-based models, rational RNNs compute their WFSA scores based on word vectors (rather than word symbols), and can thus be seen as capturing “soft” patterns (Schwartz et al., 2018).

An important property of rational RNNs is that, each WFSA state is parameterized by a separate set of parameters. We exploit this by treating a WFSA state’s parameters as a group, and applying group lasso penalty to it. This results in dropping some states in some WFSAs (effectively making them smaller); those WFSAs with all of their regularized states dropped

\footnote{Rational follows the terminology rational power series (Berstel and Reutenauer, 1988), the mathematical counterpart of WFSAs.}
4.2 Method

We describe the proposed method. At a high level, we follow the standard practice for using $\ell_1$ regularization for sparsification (Wen et al., 2016):

1. Fit a model on the training data, with the group lasso regularizer added to the loss during training (the parameters associated with one state comprise one group); see Eq. 4.2.
2. After convergence, eliminate the states whose parameters are zero.
3. Finetune the resulting, smaller model, by minimizing the unregularized loss with respect to its parameters.

In this work, we assume a single layer rational RNN, but our approach is equally applicable to multi-layer models. For clarity of the discussion, we start with a one-dimensional rational RNN (i.e., one based on a single WFSA only). We then generalize to the $d$-dimensional case (computing the scores of $d$ WFSAs in parallel).

4.2.1 Rational Recurrent Network

Closely following Peng et al. (2018), we parameterize the transition functions of a 5-state WFSA with neural networks (Figure 4.2). A path starts at $q_0$; at least four tokens must be consumed to reach $q_4$, and in this sense it captures 4-gram “soft” patterns (Peng et al., 2018; Schwartz et al., 2018). In addition to $q_4$, we also use $q_1$, $q_2$, and $q_3$ as final states, allowing for the interpolation between patterns of different lengths. We found this to be more stable than using only $q_4$. The self-loop transitions over $q_1$, $q_2$, $q_3$, and $q_4$ aim to allow, but downweight, nonconsecutive patterns, as the self-loop transition functions are implemented to output values between 0 and 1 (using a sigmoid function).
The recurrent function is equivalent to applying the Forward dynamic programming algorithm (Baum and Petrie, 1966). To make the discussion self-contained, we concretely walk through the derivation below. Given input string \( x = x_1 \ldots x_n \), let \( c_t^{(i)} \) (for any \( t \leq n \)) denote the sum of scores of all paths ending in state \( q_i \) after consuming prefix \( x_1 \ldots x_t \). Denoting \( u_t^{(i)}(x_t) \) by \( u_t^{(i)} \), and \( f_t^{(i)}(x_t) \) by \( f_t^{(i)} \), we have

\[
\begin{align*}
    c_t^{(0)} &= 1 \\
    c_t^{(i)} &= c_{t-1}^{(i)} \cdot f_t^{(i)} + c_{t-1}^{(i-1)} \cdot u_t^{(i)},
\end{align*}
\]

for \( i \in \{1, 2, 3, 4\} \).

The functions \( f_t^{(i)} \) (representing self-loops) and \( u_t^{(i)} \) (representing transitions) can be parameterized with neural networks. Letting \( z_t \) denote the embedding vector for token \( x_t \),

\[
\begin{align*}
    f_t^{(i)} &= \sigma(w_t^{(i)\top} z_t), \\
    u_t^{(i)} &= (1 - f_t^{(i)}) \cdot v_t \cdot z_t,
\end{align*}
\]

where \( w^{(i)} \) and \( v^{(i)} \) vectors are learned parameters. In the interest of notational clarity, we suppress the bias terms in the affine transformations.

\( c_t \), the total score of the prefix string \( x_1 \ldots x_t \), is calculated by summing the scores of the paths ending in each of the final states:

\[
c_t = \sum_{i=1}^{4} c_t^{(i)}.
\]

For a document of length \( n \), \( c_n \) is then used in downstream computation, e.g., fed into an MLP classifier.

### 4.2.2 Promoting Sparsity with Group Lasso

We now apply group lasso to promote sparsity in a rational RNN, continuing with the same running example.

From the WFSA perspective, a smaller model is one with fewer states. This can be achieved by penalizing the parameters associated with a given state, specifically the parameters associated with entering that state, either by a transition from another state or a self-loop on that state. The parameters of the WFSA diagrammed in Figure 4.2 are assigned to four nonoverlapping groups, excluding the word embedding parameters, \( \langle w_t^{(i)}, v_t^{(i)} \rangle \), for \( i \in \{1, 2, 3, 4\} \).

During gradient-based training to solve Eq. 4.2, all parameters will be pushed toward zero, but some will converge very close to zero. There are specialized optimization methods to achieve “strong” sparsity known as proximal gradient descent methods (Parikh and Boyd, 2013), where some parameters are exactly set to zero during training. Recent work has shown these approaches
can converge in the nonconvex settings (Reddi et al., 2016), but our experiments found them to be unstable. After convergence, we check the Euclidean norm of each group, and remove those that fall below $\epsilon = 0.1$. This threshold was lightly tuned in preliminary experiments and found to reliably remove those parameters which converged around zero without removing others. Note that, with our linear-structured WFSA, zeroing out the group associated with a state in the middle effectively makes later states inaccessible. While our approach offers no guarantee to remove states from the end first (thus leaving no unreachable states), it always does so in our experiments.

The resulting smaller model, along with its parameters, is then finetuned by continuing training on the data without the regularization term, i.e., setting $\lambda = 0$.

### 4.2.3 $d$-dimensional Case

The discussion so far centers on a one-dimensional model, i.e., a rational RNN with one WFSA. It is straightforward to construct a $d$-dimensional model: we stack $d$ one-dimensional models. Each of them is separately parameterized, and recovers a single dimension of the $d$ recurrent computation. Such elementwise recurrent computation is not a necessary condition for the model to be rational. We refer the readers to Section 4.3 of Peng et al. (2018) for related discussion.

Elementwise recurrent updates lead to desirable properties when trained with group lasso.

Let us consider a $d$-dimensional rational model derived from the WFSA in Figure 4.2. Its parameters are organized into $4d$ groups, four for each dimension. Since there is no direct interaction between different dimensions (e.g., through an affine transformation), group lasso sparsifies each dimension/WFSA independently. Hence the resulting rational RNN can consist of WFSAs of different sizes, the number of which could be smaller than $d$ if any of the WFSAs have all states eliminated.

### 4.2.4 Discussion

One can treat the numbers and sizes of WFSAs as hyperparameters (Oncina et al., 1993; Ron et al., 1994; De la Higuera, 2010; Schwartz et al., 2018, *inter alia*). By eliminating states from WFSAs with group lasso, we learn the WFSA structure while estimating the models’ parameters, reducing the number of training cycles by reducing the number of hyperparameters that have to be tuned.

### 4.3 Experiments

To evaluate our approach, we conduct experiments on sentiment analysis. We train the rational RNN models described in Section 4.2 with the group lasso regularizer, using increasingly large regularization strengths, resulting in increasingly compact models. As the goal of our experiments
Table 4.1: Text classification dataset sizes. Each dataset follows the same training/dev./test split ratio as the original mix.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Dev.</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>kitchen</td>
<td>3,298</td>
<td>822</td>
<td>4,118</td>
</tr>
<tr>
<td>dvd</td>
<td>14,066</td>
<td>3,514</td>
<td>17,578</td>
</tr>
<tr>
<td>books</td>
<td>20,000</td>
<td>5,000</td>
<td>25,000</td>
</tr>
<tr>
<td>original_mix</td>
<td>20,000</td>
<td>5,000</td>
<td>25,000</td>
</tr>
</tbody>
</table>

is to demonstrate the ability of our approach for reducing the number of parameters, we only consider rational baselines: the same rational RNNs trained without group lasso. Rational RNNs have shown strong performance on the dataset we experiment with: a 2-layer rational model with between 100–300 hidden units obtained 92.7% classification accuracy, substantially outperforming an LSTM baseline (Peng et al., 2018). The results of our models, which are single-layered and capped at 24 hidden units, are not directly comparable to these baselines, but are still within two points of the best result from that paper. We manually tune the number and sizes of the baselines WFSAs, and then compare the tradeoff curve between model size and accuracy.

Data

We experiment with the Amazon reviews dataset (Blitzer et al., 2007), which is composed of 22 product categories. We examine the standard dataset (original_mix) comprised of a mixture of data from the different categories (Johnson and Zhang, 2015). We also examine three of the largest individual categories as separate datasets (kitchen, dvd, and books), which we created following Johnson and Zhang (2015). Note that the three category datasets do not overlap with each other (though they do with original_mix), and are significantly different in sizes, so we can see how our approach behaves with different amounts of training data. See Table 4.1 for dataset statistics.

Pre-processing

As preprocessing for the data for each individual category, we tokenize using NLTK word tokenizer. We threw out reviews with text shorter than 5 tokens.

We binarize the review score using the standard procedure, assigning 1- and 2-star reviews as negative, and 4- and 5-star reviews as positive (discarding 3-star reviews). Then, if there were more than 25,000 negative reviews, we downsample to 25,000 (otherwise we keep them all), and then downsample the positive reviews to be the same number as negative, to have a balanced dataset. We match the train, development, and test set proportions of 4:1:5 from the original mixture.

\(^2^{\text{riejohnson.com/cnn_data.html}}\)
We generate the BERT embeddings using the sum of the last four hidden layers of the large uncased BERT model, so our embedding size is 1024. Summing the last four layers was the best performing approach in the ablation of Devlin et al., 2019 that had fewer than 4096 embedding size (which was too large to fit in memory). We embed each sentence individually (there can be multiple sentences within one example).

Implementation details

To classify text, we concatenate the scores computed by each WFSA, then feed this \( d \)-dimensional vector of scores into a linear binary classifier. We use log loss. We experiment with both type-level word embeddings (GloVe.6B.300d; Pennington et al., 2014) and contextual embeddings (BERT large; Devlin et al., 2019).\(^3\) For GloVe, we train rational models with 24 5-state WFSAs, each corresponding to a 4-gram soft-pattern (Figure 4.2). For BERT, we train models with 12 WFSAs. BERT embeddings dimension is significantly larger than GloVe (1024 compared to 300), so to manage the increased computational cost we used a smaller number of WFSAs. As our results show, the BERT models still substantially outperform the GloVe ones. In both cases, we keep the embeddings fixed, so the vast majority of the learnable parameters are in the WFSAs.

Baselines

As baselines, we train five versions of the same rational architecture without group lasso, using the same number of WFSAs as our regularized models (24 for GloVe, 12 for BERT). Four of the baselines each use the same number of transitions for all WFSAs (1, 2, 3, and 4, corresponding to 2–5 states, and to 24, 48, 72, and 96 total transitions). The fifth baseline has an equal mix of all lengths (6 WFSAs of each size for GloVe, leading to 60 total transitions, and 3 WFSAs of each size for BERT, leading to 30 total transitions). As each transition is independently parameterized, the total number of transitions linearly controls the number of learnable parameters in the model. Nonetheless, the total number of parameters in the model relies also on the embedding layer, see discussion below.

Experimental setup

We evaluate the GloVe models on all datasets. Due to memory constraints we evaluate BERT only on the smallest dataset (kitchen).

For each model (regularized or baseline), we run random search to select our hyperparameters (evaluating 20 uniformly sampled hyperparameter configurations). For the hyperparameter configuration that leads to the best development result, we train the model again 5 times

\(^3\)https://github.com/huggingface/pytorch-pretrained-BERT
with different random seeds, and report the mean and standard deviation of the models’ test performance. We include hyperparameter search space in Table 4.2.

<table>
<thead>
<tr>
<th>Type</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>([7 \times 10^{-3}, 0.5])</td>
</tr>
<tr>
<td>Vertical dropout</td>
<td>([0, 0.5])</td>
</tr>
<tr>
<td>Recurrent dropout</td>
<td>([0, 0.5])</td>
</tr>
<tr>
<td>Embedding dropout</td>
<td>([0, 0.5])</td>
</tr>
<tr>
<td>(\ell_2) regularization</td>
<td>([0, 0.5])</td>
</tr>
<tr>
<td>Weight decay</td>
<td>([10^{-5}, 10^{-7}])</td>
</tr>
</tbody>
</table>

Table 4.2: Hyperparameter ranges considered in our experiments.

Parameters

The models are trained with Adam (Kingma and Ba, 2015). During training with group lasso we turn off the learning rate schedule (so the learning rate stays fixed), similarly to Gordon et al. (2018). This leads to improved stability in the learned structure for a given hyper-parameter assignment.

Following Peng et al., 2018 we sample 20 hyperparameters uniformly, for which we train and evaluate our models. Hyperparameter ranges are presented in Table 4.2. For the BERT experiments, we reduced both the upper and lower bound on the learning rate by two orders of magnitude.

Regularization Strength Search

We searched for model structures that were regularized down to close to 20, 40, 60, or 80 transitions (10, 20, 30, and 40 for BERT experiments). For a particular goal size, we uniformly sample 20 hyperparameter assignments from the ranges in Table 4.2, then sorted the samples by increasing learning rate. For each hyperparameter assignment, we trained a model with the current regularization strength. If the resulting learned structure was too large (small), we doubled (halved) the regularization strength, repeating until we were within 10 transitions of our goal (5 for BERT experiments). If the regularization strength became larger than \(10^2\) or smaller than \(10^{-9}\), we threw out the hyperparameter assignment and resampled (this happened when e.g. the learning rate was too small for any of the weights to actually make it to zero).

Finally, we finetuned the appropriately-sized learned structure by continuing training without the regularizer, and computed the result on the development set. For the best model on the development set, we retrained (first with the regularizer to learn a structure, then finetuned) five times, and plot the mean and variance of the test accuracy and learned structure size.
Figure 4.3: Text classification with GloVe embeddings: accuracy (y-axis) vs. number of transitions (x-axis). Higher and to the left is better. Our method (dashed orange line, varying regularization strength) provides a better tradeoff than the baseline (solid blue line, directly varying the number of transitions). Vertical lines encode one standard deviation for accuracy, while horizontal lines encode one standard deviation in the number of transitions (applicable only to our method).

Figure 4.4: Text classification results using BERT embeddings on the kitchen dataset.

**Regularization Strength Recommendation**

If a practitioner wishes to learn a single small model, we recommend they start with $\lambda$ such that the loss $L(w)$ and the regularization term are equal. We found that having equal contribution led to eliminating approximately half of the states, though this varies with data set size, learning rate, and gradient clipping, among other variables.

**Results**

Figure 4.3 shows our test results on all four datasets when trained with GloVe embeddings. The figure shows the classification accuracy as a function of the total number of WFSA transitions in the model. The first thing we notice is that as expected, the performance of our unregularized baselines improves as models are trained with more transitions (i.e., more parameters).

Compared to the baselines, training with group lasso provides a better tradeoff between performance and number of transitions. In particular, our heavily regularized models perform substantially better than the unigram baselines, gaining between 1–2% absolute improvements in three out of four cases. As our regularization strength decreases, we naturally gain less compared to our baselines, although still similar or better than the best baselines in three out of four cases.

Turning to BERT embeddings on the kitchen dataset (Figure 4.4), we first see that all
accuracies are substantially higher than with GloVe (Figure 4.3, first plot on the left), as expected. We also see the same gains using our method that we observed with GloVe embeddings: training with group lasso leads to smaller models that perform on par with the larger baseline models. In particular, our BERT model with only 14 transitions performs on par with the full baseline model with 3.4 times more transitions (48).

Discussion

One appealing property of our approach is that it can promote the adoption of state-of-the-art NLP models on memory-restricted devices such as smart phones. However, it only reduces the number of learnable RNN parameters, which in our experiments is typically smaller than 100K. The total number of parameters in our models is dominated by the embedding layer (which is untuned); the GloVe 300-dimension embedding with vocabulary size of 400K corresponds to 120M parameters; the BERT-large model uses even more parameters (roughly 340M). Thus, to make our approach applicable to small devices, reducing the number of parameters in the embedding layer is mandatory. We defer this research direction to future work.

4.4 Visualization

Schwartz et al. (2018) introduced a method for interpreting rational RNNs. They computed the score of each WFSA in the model’s hidden states on every phrase in the training corpus. Then the top scoring phrases are selected for each WFSA, providing a prototype-like description of the captured pattern representing this WFSA. Their approach allows visualizing individual WFSAs (i.e., an RNN hidden unit). Yet their rational model consists of dozens of different WFSAs, making it indigestible for practitioners to visualize all WFSAs.

Our approach helps to alleviate this problem. By reducing the number of WFSAs, we are able visualize every hidden unit. Indeed, when we use a high regularization strength, the resulting sparse structures often contain only a handful of WFSAs.

Table 4.3 visualizes a sparse rational RNNs trained on original_mix. The test performance of this model is 88%, 0.6 absolute below the average of the five models reported in Figure 4.3. It contains only three WFSAs, with 8 main-path transitions in total. The table shows the top five scoring phrases for each WFSAs. As each WFSA score is used as a feature fed to a linear classifier (Section 4.3), negative scores are also meaningful. Hence we extract the five bottom scoring phrases as well. While the WFSA scores are the sum of all paths deriving a document (plus-times semiring), here we search for the max (or min) scoring one. Despite the mismatch, a WFSA scores every possible path, and thus the max/min scoring path selection is still valid. As our examples show, many of these extracted paths are meaningful.

The table shows a few interesting trends. First, looking only at the top scores of each WFSA, two of the patterns respectively capture the phrases “not worth X</s>” and “miserable/returned...
<table>
<thead>
<tr>
<th>transition₁</th>
<th>transition₂</th>
<th>transition₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>not worth</td>
<td>the time &lt;s&gt;</td>
</tr>
<tr>
<td>not worth</td>
<td>the 30 &lt;s&gt;</td>
<td></td>
</tr>
<tr>
<td>not worth</td>
<td>it &lt;s&gt;</td>
<td></td>
</tr>
<tr>
<td>not worth</td>
<td>it &lt;s&gt;</td>
<td></td>
</tr>
<tr>
<td>Bottom</td>
<td>extremely pleased</td>
<td>... &lt;s&gt;</td>
</tr>
<tr>
<td></td>
<td>highly pleased</td>
<td>... &lt;s&gt;</td>
</tr>
<tr>
<td></td>
<td>extremely pleased</td>
<td>... &lt;s&gt;</td>
</tr>
<tr>
<td></td>
<td>extremely pleased</td>
<td>... &lt;s&gt;</td>
</tr>
<tr>
<td></td>
<td>extremely pleased</td>
<td>... &lt;s&gt;</td>
</tr>
</tbody>
</table>

**Table 4.3**: Visualization of a sparse rational RNN trained on original mix containing only 3 WFSAs. For each WFSA (i.e., pattern), we show the 5 top and bottom scoring phrases in the training corpus with this WFSA. Each column represents one main-path transition, plus potential self-loops preceding it (marked like this <s>). “... <s>” marks more than 2 self loops. “<s>” marks an end-of-document token.

The third one is less coherent, but most examples do contain sentiment-bearing words such as bad, horrible, or best. This might be the result of the tuning process of the sparse rational structure (Section 4.2) learning to concentrate on earlier transitions, not making use of all the remaining transitions. As a result, this WFSA is treated as a unigram pattern rather than a trigram one.

We observe another interesting trend: two of the three patterns prefer expressions that appear near the end of the document. This could result from the nature of the datasets (e.g., many reviews end with a summary, containing important sentiment information), and/or our rational models’ recency preference. More specifically, the first self loop has weight 1, and hence the model is not penalized for taking self loops before the match; in contrast, the weights of the last self loop take values in (0, 1) due to the sigmoid, forcing a penalty for earlier phrase matches. Changing this behavior could be easily done by fixing the final self-loop to 1 as well.

Finally, comparing the top scores vs. the bottom scores, we see that each WFSA is learning (at least) two different patterns: one for phrases with high scores, and the other for ones with low (negative) scores. Still, given the small number of WFSAs used by the model, we are able to visualize all learned (soft) pattern in a single table.

Table 4.4 shows the same visualization for another sparse rational RNN containing only four WFSAs and 11 main-path transitions, trained with BERT embeddings on kitchen. It also shows
Table 4.4: Visualization of a sparse rational RNN containing 4 WFSAs only, trained on kitchen using BERT.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Top</th>
<th>Bottom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patt. 1</td>
<td>are perfect... [CLS]</td>
<td>not very disappointing... [CLS]</td>
</tr>
<tr>
<td></td>
<td>definitely recommend... [CLS]</td>
<td>was defective... [CLS]</td>
</tr>
<tr>
<td></td>
<td>excellent product... [CLS]</td>
<td>would not... [CLS]</td>
</tr>
<tr>
<td></td>
<td>highly recommend... [CLS]</td>
<td>terrible product... [CLS]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Patt. 2</th>
<th>Top</th>
<th>Bottom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[CLS] mine broke... [CLS]</td>
<td>[CLS] perfect... [CLS]</td>
</tr>
<tr>
<td></td>
<td>it... [CLS] heat</td>
<td>sturdy... [CLS] cooks</td>
</tr>
<tr>
<td></td>
<td>thus it... [CLS]</td>
<td>it is... [CLS] works</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Patt. 3</th>
<th>Top</th>
<th>Bottom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>'... [CLS] pops... [CLS] escape</td>
<td>'... [CLS] unit... [CLS] useless equipment !</td>
</tr>
<tr>
<td></td>
<td>that... [CLS] gave out</td>
<td>poor... [CLS] no</td>
</tr>
<tr>
<td></td>
<td>non... [CLS]</td>
<td>completely... [CLS] worthless</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Patt. 4</th>
<th>Top</th>
<th>Bottom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mysteriously jammed... [CLS]</td>
<td>after our mysteriously jammed... [CLS]</td>
</tr>
<tr>
<td></td>
<td>mysteriously... [CLS] jammed we</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A few clear patterns (e.g., Patt. 2). Interpretation here is more challenging though, as contextual embeddings make every token embedding depend on the entire context. Indeed, contextual embeddings raise problems for interpretation methods that work by targeting individual words, e.g., attention (Bahdanau et al., 2015), as these embeddings also depend on other words. Interpretation methods for contextual embeddings are an exciting direction for future work.

4.5 Related Work

Several approaches have been proposed for reducing the size of a neural model. Recent advances in neural architecture search approaches have reduced the computational expense from thousands of GPU hours (Zoph and Le, 2017) to tens of GPU hours (Pham et al., 2018).

DARTS (Liu et al., 2019a) uses differentiable representations of neural architectures, and...
choose a compression factor before training. Then during training DARTS only keeps the K strongest connections/operations, removing the rest. While scaling K is an easy way of changing the amount of reduction in the model, their neural architecture is not learning to perform well with a subset of the parameters as ours does, it simply removes the smallest parameters.

Our work is most similar to others which use an $\ell_1$ regularizer during training to drive parameters to zero (Gordon et al., 2018; Scardapane et al., 2017; Wen et al., 2016, inter alia), though these typically just group parameters by layers (or don’t group them at all), while we take advantage of the connections between rational RNNs and WFSAs to build our groups. Alternatively, instead of using the magnitude of the parameter itself, some works have estimated the importance of a neuron with the second derivative and pruned those with small values in the Hessian (LeCun et al., 1990; Lee et al., 2019).

Bayesian approaches have been used to promote sparsity by using sparsifying priors (Louizos et al., 2017) or using variational dropout to prune parameters (Molchanov et al., 2017). Stolcke (1994) took a Bayesian approach to learning the structure of FSAs for modeling natural language by using the posterior probability of the model itself to balance goodness-of-fit criteria with model simplicity, thus encouraging simpler models.

Approaches which promote sparsity have a long history throughout machine learning and NLP. Recent approaches include sparseMAP (Niculae et al., 2018), which allows for sparse structured inference, and sparsemax (Martins and Astudillo, 2016), which produces sparse attention mechanisms.

## 4.6 Conclusion

We presented a method for learning parameter-efficient RNNs. Our method applies group lasso regularization on rational RNNs, which are strongly connected to weighted finite-state automata, and thus amenable to learning with structured sparsity. Our experiments on four text classification datasets, using both GloVe and BERT embeddings, show that our sparse models provide a better performance/model size tradeoff.

The work in this chapter aims to reduce $E$ from the Green AI equation, the cost of processing a single example. Inducing structured sparsity using our technique can lead to models which can process examples faster, with a lower computational requirement.
Chapter 5

Weight Initializations, Data Orders, and Early Stopping

The advent of large-scale self-supervised pretraining has contributed greatly to progress in natural language processing (Devlin et al., 2019; Liu et al., 2019b; Radford et al., 2019). In particular, BERT (Devlin et al., 2019) advanced accuracy on natural language understanding tasks in popular NLP benchmarks such as GLUE (Wang et al., 2019b) and SuperGLUE (Wang et al., 2019a), and variants of this model have since seen adoption in ever-wider applications (Schwartz et al., 2019a; Lu et al., 2019). Typically, these models are first pretrained on large corpora, then fine-tuned on downstream tasks by reusing the model’s parameters as a starting point, while adding one task-specific layer trained from scratch. Despite its simplicity and ubiquity in modern NLP, this process has been shown to be brittle (Devlin et al., 2019; Phang et al., 2018; Zhu et al., 2019; Raffel et al., 2019), where fine-tuning performance can vary substantially across different training episodes, even with fixed hyperparameter values.

In this work, we investigate this variation by conducting a series of fine-tuning experiments on four tasks in the GLUE benchmark (Wang et al., 2019b). Changing only training data order and the weight initialization of the fine-tuning layer—which contains only 0.0006% of the total number of parameters in the model—we find substantial variance in performance across trials. This chapter primarily addresses $D$ in the Green AI equation, the data. In addition to providing an analysis of the impact of random seed which controls the data order, Section 5.4 contains training curves and a simple early stopping algorithm which builds on them. In addition, this work shows that the random seed can be an impactful hyperparameter, so also addresses $H$ in the Green AI equation, the amount of hyperparameter tuning. This chapter extends Dodge et al. (2019b); we publicly release our code\textsuperscript{1} and data\textsuperscript{2}.

\textsuperscript{1}https://github.com/dodgejesse/bert_on_stilts
\textsuperscript{2}http://www.cs.cmu.edu/~jessed/data_hosting/random_seed_data.zip
Table 5.1: Fine-tuning BERT multiple times while varying only random seeds leads to substantial improvements over previously published validation results with the same model and experimental setup (top rows), on four tasks from the GLUE benchmark. On some tasks, BERT even becomes competitive with more modern models (bottom rows). Best results with standard BERT fine-tuning regime are indicated in bold, best overall results are underscored.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>MRPC</th>
<th>RTE</th>
<th>CoLA</th>
<th>SST</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT (Phang et al., 2018)</td>
<td>90.7</td>
<td>70.0</td>
<td>62.1</td>
<td>92.5</td>
</tr>
<tr>
<td>BERT (Liu et al., 2019b)</td>
<td>88.0</td>
<td>70.4</td>
<td>60.6</td>
<td>93.2</td>
</tr>
<tr>
<td>BERT (ours)</td>
<td><strong>91.4</strong></td>
<td><strong>77.3</strong></td>
<td><strong>67.6</strong></td>
<td><strong>95.1</strong></td>
</tr>
<tr>
<td>STILTs (Phang et al., 2018)</td>
<td>90.9</td>
<td>83.4</td>
<td>62.1</td>
<td>93.2</td>
</tr>
<tr>
<td>XLNet (Yang et al., 2019)</td>
<td>89.2</td>
<td>83.8</td>
<td>63.6</td>
<td>95.6</td>
</tr>
<tr>
<td>RoBERTa (Liu et al., 2019b)</td>
<td>90.9</td>
<td>86.6</td>
<td>68.0</td>
<td>96.4</td>
</tr>
<tr>
<td>ALBERT (Lan et al., 2019)</td>
<td>90.9</td>
<td>89.2</td>
<td>71.4</td>
<td>96.9</td>
</tr>
</tbody>
</table>

of fine-tuning experiments, finding that, even after hundreds of trials, performance has not fully converged. With the best found performance across all the conducted experiments of fine-tuning BERT, we observe substantial improvements compared to previous published work with the same model (Table 5.1). On MRPC (Dolan and Brockett, 2005), BERT performs better than more recent models such as XLNet (Yang et al., 2019), RoBERTa (Liu et al., 2019b) and ALBERT (Lan et al., 2019). Moreover, on RTE (Wang et al., 2019b) and CoLA (Warstadt et al., 2019), we observe a 7% (absolute) improvement over previous results with the same model.

It is worth highlighting that in our experiments only random seeds are changed—never the fine-tuning regime, hyperparameter values, or pretrained weights. These results demonstrate how model comparisons that only take into account reported performance in a benchmark can be misleading, and serve as a reminder of the value of more rigorous reporting practices (Dodge et al., 2019a).

To better understand the high variance across fine-tuning episodes, we separate two factors that affect it: the weight initialization for the task-specific layer; and the training data order resulting from random shuffling. The contributions of each of these have previously been conflated or overlooked, even by works that recognize the importance of multiple trials or random initialization (Phang et al., 2018). By conducting experiments with multiple combinations of random seeds that control each of these factors, we quantify their contribution to the variance across runs. Moreover, we present evidence that some seeds are consistently better than others in a given dataset for both weight initializations and data orders. Surprisingly, we find that some weight initializations perform well across all studied tasks.

By frequently evaluating the models through training, we empirically observe that worse performing models can often be distinguished from better ones early in training, motivating investigations of early stopping strategies. We show that a simple early stopping algorithm (described in Section 5.4) is an effective strategy for reducing the computational resources needed to reach a given validation performance and include practical recommendations for a wide range of computational budgets.
To encourage further research in analyzing training dynamics during fine-tuning, we publicly release all of our experimental data. This includes, for each of the 2,100 fine-tuning episodes, the training loss at every weight update, and validation performance on at least 30 points in training.\textsuperscript{3}

Our main contributions are:

- We show that running multiple trials with different random seeds can lead to substantial gains in performance on four datasets from the GLUE benchmark. Further, we present how the performance of the best-found model changes as a function of the number of trials.

- We investigate weight initialization and training data order as two sources of randomness in fine-tuning by varying random seeds that control them, finding that 1) they are comparable as sources of variance in performance; 2) in a given dataset, some data orders and weight initializations are consistently better than others; and 3) some weight initializations perform well across multiple different tasks.

- We demonstrate how a simple early stopping algorithm can effectively be used to improve expected performance using a given computational budget.

- We release all of our collected data of 2,100 fine-tuning episodes on four popular datasets from the GLUE benchmark to incentivize further analyses of fine-tuning dynamics.

5.1 Methodology

Our experiments consist of fine-tuning pretrained BERT to four downstream tasks from the GLUE benchmark. For a given task, we experiment multiple times with the same model using the same hyperparameter values, while modifying only the random seeds that control weight initialization (WI) of the final classification layer and training data order (DO). In this section we describe in detail the datasets and settings for our experiments.

5.1.1 Data

We examine four datasets from the GLUE benchmark, described below and summarized in Table 5.2. The data is publicly available and can be download from the repository jiant.\textsuperscript{4} Three of our datasets are relatively small (MRPC, RTE, and CoLA), and one relatively large (SST). Since all datasets are framed as binary classification, the model structure for each is the same, as only a single classification layer with two output units is appended to the pretrained BERT.

\textsuperscript{3}http://www.cs.cmu.edu/~jessed/data_hosting/random_seed_data.zip
\textsuperscript{4}https://github.com/nyu-mll/jiant
Microsoft Research Paraphrase Corpus (MRPC; Dolan and Brockett, 2005) contains pairs of sentences, labeled as either nearly semantically equivalent, or not. The dataset is evaluated using the average of $F_1$ and accuracy.

Recognizing Textual Entailment (RTE; Wang et al., 2019b) combines data from a series of datasets (Dagan et al., 2005; Bar-Haim et al., 2006; Giampiccolo et al., 2007; Bentivogli et al., 2009). Each example in RTE is a pair of sentences, and the task is to predict whether the first (the premise) entails the second (the hypothesis).

Corpus of Linguistic Acceptability (CoLA; Warstadt et al., 2019) is comprised of English sentences labeled as either grammatical or ungrammatical. Models are evaluated on Matthews correlation (MCC; Matthews, 1975), which ranges between −1 and 1, with random guessing being 0.

Stanford Sentiment Treebank (SST; Socher et al., 2013) consists of sentences annotated as expressing positive or negative sentiment (we use the binary version of the annotation), collected from movie reviews.

We describe the number of training samples, the number of validation samples, the majority baseline, and the evaluation metric in Table 5.2.

<table>
<thead>
<tr>
<th>Evaluation Metric</th>
<th>MRPC</th>
<th>RTE</th>
<th>CoLA</th>
<th>SST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority baseline</td>
<td>0.75</td>
<td>0.53</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td># training samples</td>
<td>3.7k</td>
<td>2.5k</td>
<td>8.6k</td>
<td>67k</td>
</tr>
<tr>
<td># validation samples</td>
<td>409</td>
<td>277</td>
<td>1,043</td>
<td>873</td>
</tr>
</tbody>
</table>

Table 5.2: The datasets used in this work, which comprise four out of nine of the tasks in the GLUE benchmark (Wang et al., 2019b)

5.1.2 Fine-tuning

Following standard practice, we fine-tune BERT (BERT-large, uncased) for three epochs (Phang et al., 2018; Devlin et al., 2019). We fine-tune the entire model (340 million parameters), of which the vast majority start as pretrained weights and the final layer (2048 parameters) is randomly initialized. The weights in the final classification layer are initialized using the standard approach used when fine-tuning pretrained transformers like BERT, RoBERTa, and ALBERT (Devlin et al., 2019; Liu et al., 2019b; Lan et al., 2019): sampling from a normal distribution with mean 0 and standard deviation 0.02. All experiments were run on P100 GPUs with 16 GB of RAM. We train with a batch size of 16, a learning rate of 0.00002, and dropout
of 0.1; the open source implementation, pretrained weights, and full hyperparameter values and experimental details can be found in the HuggingFace transformer library (Wolf et al., 2019). Each experiment is repeated $N^2$ times, with all possible combinations of $N$ distinct random seeds for WI and $N$ for DO. For the datasets MRPC, RTE, and CoLA, we run a total of 625 experiments each ($N=25$). For the larger SST, we run 225 experiments ($N=15$).

### 5.2 The large impact of random seeds

Our large set of fine-tuning experiments evidences the sizable variance in performance across trials varying only random seeds. This effect is especially pronounced on the smaller datasets; the validation performance of the best-found model from multiple experiments is substantially higher than the expected performance of a single trial. In particular, in Table 5.1 we report the performance of the best model from all conducted experiments, which represents substantial gains compared to previous work that uses the same model and optimization procedure. On some datasets, we observe numbers competitive with more recent models which have improved pretraining regimes (Phang et al., 2018; Yang et al., 2019; Liu et al., 2019b; Lan et al., 2019); compared to BERT, these approaches pretrain on more data, and some utilize more sophisticated modeling or optimization strategies. We leave it to future work to analyze the variance from random seeds on these other models, and note that running analogous experiments would likely also lead to performance improvements.

In light of these overall gains and the computational burden of running a large number of experiments, we explore how the number of trials influences the expected validation performance.

#### 5.2.1 Expected validation performance

To quantify the improvement found from running more experiments, we turn to expected validation performance as introduced in Chapter 2. The standard machine learning experimental setup involves a practitioner training $x$ models, evaluating each of them on validation data, then taking the model which has the best validation performance and evaluating it on test data. Intuitively, as the number of trained models $x$ increases, the best of those $x$ models will improve; expected validation performance calculates the expected value of the best validation performance as a function of $x$. A full derivation can be found in Section 2.2 of this thesis.

We plot expected validation curves for each dataset in Figure 5.1 with (plus or minus) the standard deviation shaded. We shade between the observed minimum and maximum. The leftmost point on each of these curves ($x = 1$) shows the expected performance for a budget of a single training run. For all datasets, Figure 5.1 shows, unsurprisingly, that expected validation performance improves as the number of trials increases.
Figure 5.1: Expected validation performance (Dodge et al., 2019a), plus and minus one standard deviation, as the number of experiments increases. The x-axis represents the budget (e.g., $x = 10$ indicates a budget large enough to train 10 models). The y-axis is the expected performance of the best of the $x$ models trained. Each plot shows three evaluation scenarios: in the first, the model is frequently evaluated on the validation set during training (blue); in the second, at the end of each epoch (orange); and in the third, only at the end training (green). As we increase the number of evaluations per run we see higher expected performance and smaller variances. Further, more frequently evaluating the model on validation data leads to higher expected validation values.

Performance increases as more computational resources are used. This rising trend continues even up to our largest budget, suggesting even larger budgets could lead to improvements. On the three smaller datasets (MRPC, RTE, and CoLA) there is significant variance at smaller budgets, which indicates that individual runs can have widely varying performance.

In the most common setup for fine-tuning on these datasets, models are evaluated on the validation data after each epoch, or once after training for multiple epochs (Phang et al., 2018; Devlin et al., 2019). In Figure 5.1 we show expected performance as we vary the number of evaluations on validation data during training (all models trained for three epochs): once after training (green), after each of the three epochs (orange), and frequently throughout training (ten times per epoch, blue). Compared to training, evaluation is typically cheap, since the validation set is smaller than the training set and evaluation requires only a forward pass (so batch sizes can be much larger). Moreover, evaluating on the validation data can be done in parallel to training, and thus does not necessarily slow down training. Considering the benefits of more frequent evaluations as shown in Figure 5.1, we thus recommend this practice in similar scenarios.

5.3 Weight initialization and data order

To better understand the high variance in performance across trials, we analyze two source of randomness: the weight initialization of the final classification layer and the order the training data is presented to the model. While previous work on fine-tuning pretrained contextual representation models (Devlin et al., 2019; Phang et al., 2018) has generally used a single random seed to control these two factors, we analyze them separately.

Our experiments are conducted with every combination of a set of weight initialization seeds
Table 5.3: Expected (average) standard deviation in validation performance across runs. The expected standard deviation of given WI and DO random seeds are close in magnitude, and only slightly below the overall standard deviation.

(WI) and a set of data order (DO) seeds that control these factors. One data order can be viewed as one sample from the set of permutations of the training data. Similarly, one weight initialization can be viewed as a specific set of samples from the normal distribution from which we draw them.

An overview of the collected data is presented in Figure 5.2, where each colored cell represents the validation performance for a single experiment. In the plots, each row represents a single weight initialization and each column represents a single data order. We sort the rows and columns by their averages; the top row contains experiments with the WI with the highest average performance, and the rightmost column contains experiments with the DO with the highest average performance. Each cell represents an independent sample, so the rows and columns can be reordered.

Figure 5.2: A visualization of validation performance for all experiments, where each colored cell represents the performance of a training run with a specific WI and DO seed. Rows and columns are sorted by their average, such that the best WI seed corresponds to the top row of each plot, and the best DO seed correspond to the right-most column. Especially on smaller datasets a large variance in performance is observed across different seed combinations, and on MRPC and RTE models frequently diverge, performing close to the majority baselines (listed in Table 5.2).

For MRPC, RTE, and CoLA, a fraction of the trained models diverge, yielding performance close to that of predicting the most frequent label (see Table 5.2). This partially explains the large variance found in the expected validation curves for those three datasets in Figure 5.1.

5.3.1 Decoupling

From Figure 5.2, it is clear that different random seed combinations can lead to substantially different validation performance. In this section, we investigate the sources of this variance, decoupling the distribution of performance based on each of the factors that control randomness.
For each dataset, we compute for each WI and each DO seed the standard deviation in validation performance across all trials with that seed. We then compute the expected (average) standard deviation, aggregated under all WI or all DO seeds, which are shown in Table 5.3. Although their magnitudes vary significantly between the datasets, the expected standard deviation from the WI and DO seeds is comparable, and are slightly below the overall standard deviation inside a given task.

We plot the distribution of standard deviations in final validation performance across multiple runs, aggregated under a fixed random seed, separately for weight initializations and data orders. The results are shown in Figure 5.3, indicating that the inter-seed aggregated variances are comparable in magnitude, considering aggregation over both WI and DO.

![Figure 5.3: Kernel density estimation of the distribution of standard deviation in validation performance aggregated under fixed random seeds, either for weight initialization (blue) or data order (orange). The red dashed line shows the overall standard deviation for each dataset. The DO and WI curves have expected standard deviation values of similar magnitude, which are also comparable with the overall standard deviation.](image)

### 5.3.2 Some random seeds are better than others

To investigate whether some WI or DO seeds are better than their counterparts, Figure 5.4 plots the random seeds with the best and worst average performance. The best and worst seeds exhibit quite different behavior: compared to the best, the worst seeds have an appreciably higher density on lower performance ranges, indicating that they are generally inferior. On MRPC, RTE, and CoLA the performance of the best and worst WIs are more dissimilar than the best and worst DOs, while on SST the opposite is true. This could be related to the size of the data; MRPC, RTE, and CoLA are smaller datasets, whereas SST is larger, so SST has more data to order and more weight updates to move away from the initialization.

Using ANOVA (Fisher, 1935) to test for statistical significance, we examine whether the performance of the best and worst DOs and WIs have distributions with different means. The results are shown in Table 5.4. For all datasets, we find the best and worst DOs and WIs are significantly different in their expected performance ($p < 0.05$).

ANOVA makes three assumptions: 1) independence of the samples, 2) homoscedasticity (roughly equal variance across groups), and 3) normally distributed data.

67
Figure 5.4: Some seeds are better than others. Plots show the kernel density estimation of the distribution of validation performance for best and worst WI and DO seeds. Curves for DO seeds are shown in dashed lines and for WI in solid lines. MRPC and RTE exhibit pronounced bimodal shapes, where one of the modes represents divergence; models trained with the worst WI and DO are more likely to diverge than learn to predict better than random guessing. Compared to the best seeds, the worst seeds are conspicuously more densely populated in the lower performing regions, for all datasets.

Table 5.4: p-values from ANOVA indicate that there is evidence to reject the null hypothesis that the performance of the best and worst WIs and DOs have distributions with the same means ($p < 0.05$).

ANOVA is not robust to violations of independence, but each DO and WI is an I.I.D. sample, and thus independent. ANOVA is generally robust to groups with somewhat differing variance if the groups are the same size, which is true in our experiments. ANOVA is more robust to non-normally distributed data for larger sample sizes; our SST experiments are quite close to normally distributed, and the distribution of performance on the smaller datasets is less like a normal distribution but we have larger sample sizes.

5.3.3 Globally good initializations

A natural question that follows is whether some random seeds are good across datasets. While the data order is dataset specific, the same weight initialization can be applied to multiple classifiers trained with different datasets: since all tasks studied are binary classification, models for all datasets share the same architecture, including the classification layer that is being randomly initialized and learned.

We compare the different weight initializations across datasets. We find that some initializations perform consistently well. For instance, WI seed 12 has the best performance on CoLA and RTE, the second best on MRPC, and third best on SST. This suggests that, perhaps surprisingly, some weight initializations perform well across tasks.

Studying the properties of good weight initializations and data orders is an important question that could lead to significant empirical gains and enhanced understanding of the fine-tuning process. We defer this question to future work, and release the results of our 2,100 fine-tuning
experiments to facilitate further study of this question by the community.

5.4 Early stopping

Our analysis so far indicates a high variance in the fine-tuning performance of BERT when using different random seeds, where some models fail to converge. This was also observed by Phang et al. (2018), who showed that their proposed STILTs approach reduced the number of diverging models. In this section we show that better performance can be achieved with the same computational resources by using early stopping algorithms that stop the least promising trials early in training. We also include recommendations for practitioners for setting up experiments meeting a variety of computational budgets.

Early discovery of failed experiments

Figure 5.5 shows that performance divergence can often be recognized early in training. These plots show the performance values of 20 randomly chosen models at different times across training. In many of the curves, continuing training of lower performing models all the way through can be a waste of computation. In turn, this suggests the potential of early stopping least promising trials as a viable means of saving computation without large decreases in expected performance. For instance, after training halfway through the first epoch on CoLA the models which diverged could be stopped.

Figure 5.5: Some promising seeds can be distinguished early in training. The plots show training curves for 20 random WI and DO combinations for each dataset. Models are evaluated every 10th of an epoch (except SST, which was evaluated every 100 steps, equivalent to 42 times per epoch). For the smaller datasets, training is unstable, and a non-negligible portion of the models yields poor performance, which can be identified early on.

Correlation between points in training

We examine the correlation of validation performances at different points throughout training, shown in Figure 5.6. One point in one of these plots represents the Spearman’s rank correlation between performance at iteration $i$ and iteration $j$ across trials. High rank correlation means that the ranking of the models is similar between the two evaluation points, and suggests we
can stop the worst performing models early, as they would likely continue to underperform.

Figure 5.6: The rank of the models early in training is highly correlated with the rank late in training. Each figure shows the Spearman’s rank correlation between the validation performance at different points in training; the axes represent epochs. A point at coordinates $i$ and $j$ in the plots indicates the correlation between the ranking of the models (ranked by validation performance) after $i$ and after $j$ evaluations. Note that the plots are symmetric.

On MRPC, RTE and CoLA, there exists a high correlation between the models’ performance early on (part way through the first epoch) and their final performance. On the larger SST dataset, we see high correlation between the performance after training for two epochs and the final performance.

In Figure 5.7 we include the Pearson correlation between different points in training, the same data used for Figure 5.6. This captures relative magnitude of the differences in performance, instead of just the ranking of the models. One point in one of these plots represents the Pearson’s correlation between performance at iteration $i$ and iteration $j$ across trials. Here we see a similar story, corroborating the results found in Figure 5.6. High correlation means that the performance of the models is similar between the two evaluation points.

Figure 5.7: Performance early in training is highly correlated with performance late in training. Each figure shows the Pearson correlation between the validation performance at different points in training; the axes represent epochs. A point at coordinates $i$ and $j$ in the plots indicates the correlation between the best found performances after $i$ and after $j$ evaluations. Note that the plots are symmetric.

Early stopping

Considering the evidence from the training curves and correlation plots, we analyze a simple algorithm for early stopping. Our algorithm is inspired by existing approaches to making hyperparameter search more efficient by stopping some of the least promising experiments early
“Early stopping” can also relate to stopping a single training run if the loss hasn’t decreased for a given number of epochs. Here we refer to the notion of stopping a subset of multiple trials. Here we apply an early stopping algorithm to select the best performing random seed. Our approach does not distinguish between DO and WI. While initial results suggest that this distinction could inspire more sophisticated early-stopping criteria, we defer this to future work. The algorithm has three parameters: \( t \), \( f \), and \( p \). We start by training \( t \) trials, and partially through training (\( f \), a fraction of the total number of epochs) evaluate all of them and only continue to fully train the \( p \) most promising ones, while discarding the rest. This algorithm takes a total of \((tf + p(1 - f))s\) steps, where \( s \) is the number of steps to fully train a model. In our experiments \( s = 3 \) epochs.

**Start many, stop early, continue some**

As shown earlier, the computational budget of running this algorithm can be computed directly from an assignment to the parameters \( t \), \( f \), and \( p \). Note that there are different ways to assign these parameters that lead to the same computational budget, and those can lead to significantly distinct performance in expectation; to estimate the performance for each configuration we simulate this algorithm by sampling 50,000 times from from our full set of experiments. In Figure 5.8 we show the best observed assignment of these parameters for budgets between 3 and 90 total epochs of training, or the equivalent of 1 to 30 complete training trials. There are some surprisingly consistent trends across datasets and budgets – the number of trials started should be significantly higher than the number trained fully, and the number of trials to train fully should be around \( x/2 \). On three out of four datasets, stopping least promising trials after 20–30% of training (less than one epoch) yielded the best results—and on the fourth dataset this is still a strong strategy.

**Early stopping works**

We compare this algorithm with our baseline of running multiple experiments all the way through training, without any early stopping (\( f = 1 \), \( t = p \)) and using the same amount of computation. Specifically, for a given computational budget equivalent to fully training \( t \) models, we measure improvement as the relative error reduction from using early stopping with the best found settings for that computational budget. Figure 5.9 shows the relative error reduction for each dataset as the computational budget varies, where we observe small but reasonably consistent improvements on all tasks.
Figure 5.8: Best observed early stopping parameters on each dataset. For a given budget large enough to fully train \( x \) models (each trained for 3 epochs), this plot shows the optimal parameters for early stopping. For instance, in MRPC with a budget large enough for 20 trials, the best observed performance came by starting 41 trials (blue), then continuing only the 11 most promising trials (orange) after 30% of training (green).
Figure 5.9: Relative error reduction from the early stopping approach in Figure 5.8, compared to the baseline of training $x$ models on the full training budget. Performance on RTE and SST is measured using accuracy, on MRPC it is the average of accuracy and F1, and on CoLA it is MCC. “Error” here refers to one-minus-performance for each of these datasets. As the budget increases, the absolute performance on all four datasets increases, and the absolute improvement from early stopping is fairly consistent.

5.5 Related work

Most work on hyperparameter optimization tunes a number of impactful hyperparameters, such as the learning rate, the width of the layers in the model, and the strength of the regularization (Li et al., 2018; Bergstra et al., 2011). For modern machine learning models such tuning has proven to have a large impact on the performance; in this work we only examine two oft-overlooked choices that can be cast as hyperparameters and still find room for optimization.

Melis et al. (2018) heavily tuned the hyperpamareters of an LSTM language model, for some experiments running 1,500 rounds of Bayesian optimization (thus, training 1,500 models). They showed that an LSTM, when given such a large budget for hyperparameter tuning, can outperform more complicated neural models. While such work informs the community about the best performance found after expending very large budgets, it is difficult for future researchers to build on this without some measure of how the performance changes as a function of computational budget. Our work similarly presents the best-found performance using a large budget (Table 5.1), but also includes estimates of how performance changes as a function of budget (Figure 5.1).

A line of research has addressed the distribution from which initializations are drawn. The Xavier initialization (Glorot and Bengio, 2010) and Kaiming initialization (He et al., 2015) initialize weights by sampling from a uniform distribution or normal distribution with variance scaled so as to preserve gradient magnitudes through backpropagation. Similarly, orthogonal initializations (Saxe et al., 2014) aim to prevent exploding or vanishing gradients. In our work, we instead examine how different samples from an initialization distribution behave, and we hope future work which introduces new initialization schemes will provide a similar analysis.

Active learning techniques, which choose a data order using a criterion such as the model’s
uncertainty (Lewis and Gale, 1994), have a rich history. Recently, it has even been shown that training on mini-batches which are diverse in terms of data or labels (Zhang et al., 2017) can be more sample efficient. The tools we present here can be used to evaluate different seeds for a stochastic active learning algorithm, or to compare different active learning algorithms.

5.6 Conclusion

This chapter focuses on improving $D$ in the Green AI equation, data efficiency. We study the impact of random seeds on fine-tuning contextual embedding models, the currently dominant paradigm in NLP. We conduct a large set of experiments on four datasets from the GLUE benchmark and observe significant variance across these trials. Overall, these experiments lead to substantial performance gains on all tasks. By observing how the expected performance changes as we allocate more computational resources, we expect that further gains would come from an even larger set of trials. Moreover, we examine the two sources of variance across trials, weight initialization and training data order, finding that in expectation, they contribute comparably to the variance in performance. Perhaps surprisingly, we find that some data orders and initializations are better than others, and the latter can even be observed even across tasks. A simple early stopping strategy along with practical recommendations is included to alleviate the computational costs of running multiple trials. All of our experimental data containing thousands of fine-tuning episodes is publicly released.
Chapter 6

Conclusion and Future Work

6.1 Summary of contributions

As AI and its subfields of machine learning, natural language processing, and computer vision grow, we are observing a natural stratification of research by the size of the computational budget used for its supporting experiments. Strong community norms exist for comparing models which were trained on the same data, and the increased performance (with diminishing returns) observed with more training data is well-documented, so there is some guidance for models trained with varying amounts of data. While it is known that increasing model complexity and the total number of experiments run (for architecture search or other hyperparameter optimization) can lead to performance improvements, similar community-wide norms don’t exist here, so new research is not held to a standard of accurately reporting the budget let alone making comparisons against similar-cost work. Drawing reproducible conclusions about which approach performs best is challenging when all relevant information is available, and, as we have shown, all but impossible when it is not.

The research in this thesis exists as examples of how to measure and improve performance and efficiency in three key areas: $E$, the computational expense to process a single example, $D$, the total number of examples processed, and $H$, the number of experiments. In Chapter 2 we introduce a method for reporting the results of a full hyperparameter search instead of reporting the results of the single best-found model. In Chapter 3 we introduce a novel hyperparameter optimization method which is more efficient than competing approaches. In Chapter 4 we introduce techniques for inducing structured sparsity in parameter-rich neural models which can lead to more efficient inference. In Chapter 5 we analyze training curves, and show the efficacy of early stopping even when consistent training procedures produce highly inconsistent results. The experiments in these chapters are primarily on language data, though the motivation and conclusions drawn from the results are applicable more generally in machine learning.

Producing research which exemplifies the ideals of fair model comparisons conditioned
on the computational budget is, unfortunately, not enough to elicit community-wide change. Towards the broader goal of improving standards for new research this thesis also includes recommendations to the community for how to draw reproducible conclusions when comparing approaches against each other. These recommendations are centered around improved reporting of the budget and experimental information, especially that which is atypically included in published work. In addition, the applications in this thesis were selected to showcase how such improved reporting can lead to better performance-efficiency tradeoffs, and how the lack of reporting of details for even small changes such as varying the random seed can strongly hinder reproducibility.

This thesis is predicated on the idea that as the landscape of research changes, so to must the ways in which we evaluate our work. The nature of research is that new methods and applications are regularly introduced, and so our standards must continue to evolve. Even such norms as comparing models trained on the same data need to adapt; state-of-the-art results in natural language processing and computer vision are now driven by pretraining models on large unlabeled corpora then fine-tuning on labeled data. In this regime, the amount of pretraining data is not held to the same strict standards as the amount labeled data, so we see comparisons of models with wildly differing budgets. This example is one of the ample opportunities for future work outlined by the high-level themes in this thesis of efficiency and reproducibility, and in the next section highlights several more.

6.2 Future directions

6.2.1 \( E \), Efficient Models

Structured sparsity for BERT

A natural extension of the work in Chapter 4 is to apply a similar technique to a more complicated class of models, such as transformers. Using structured sparsity would allow us to learn which parts of the model to remove during training, which will lead to more efficient models which can be put into production at scale, or run on resource-constrained devices. In addition, by examining which components are most important (i.e. not removed by the sparsifyer, even at high levels of sparisty) we can inform the development of new models.

It’s possible that the learned structures will be different for different tasks, in which case we have evidence that the inductive bias in models is somewhat modular. It’s also possible that the learned structures are task-agnostic, suggesting that we could then develop more general-purpose neural architectures.
Small models which can be act as prototypes for large models

Progress in research has been driven partly by increasingly large models being trained on massive amounts of data. An open question is whether or not we could use small versions of these massive models for fast prototyping, and have the results of that prototyping generalize to the large-budget setting. Is there some transformation that can be done on a set of large models (such as uniformly reducing the size of all of the weight matrices or reducing the depth of the models) which would lead to a set of models that a) use a small amount of computation for training and inference, and b) have the same ranking, in terms of performance, as the large models? If BERT-base, RoBERTa-base, and ELECTRA-small have the same ranking as BERT-large, RoBERTa-large, and ELECTRA-large, this would enable new research to compare against the small versions of these large models. On the other hand, if the ranking is different, this would be a surprising result.

6.2.2 D, Sample Efficiency

Better Data Orders for Pretraining BERT

As we show in Chapter 5, the order of the data can have a large impact on performance. Understanding why some random data orders lead to better performance is still an open question. It’s likely that the diversity of the examples has a role to play here, where examples that are diverse in terms of labels or features lead to improved stability and performance, especially near the start of training. To promote diversity, we can use DPPs, as introduced in Chapter 3.

How little training is necessary to compare models?

Randomly initialized, untrained models have been shown to be surprisingly good feature extractors (Ramanujan et al., 2020). It is conjectured that the performance of untrained models reveals how appropriate the inductive bias within the neural architecture is for a given task. If we benchmark different neural architectures by training only the final classification layer (leaving the rest untrained), can we recreate the ranking we would find after fully training the models? Saxe et al. (2011) showed this was possible with simple, fully-connected networks; it may also be true with modern, expensive models. If so, this can be used for fast architecture search, only training the final layer to get a set of promising architectures, which could then be trained fully.

6.2.3 H, Efficient Hyperparameter Tuning

When to stop hyperparameter search

When sampling hyperparameter assignments uniformly at random, when should we stop? If we have evaluated $n$ uniformly sampled hyperparameter assignments, with validation performance
\(V_1, \ldots, V_n,\) and a max of \(V^*_n = \max_{i \in \{1, \ldots, n\}} V_i,\) how much improvement should we expect to see after evaluating an additional \(m\) assignments, \(V^*_{n+m} - V^*_n?\) Is \(V^*_n\) close to the global max? Here we can turn to the literature on Extreme Value Theory (de Haan, 2005; Coles, 2001). The Fisher–Tippett–Gnedenko theorem states if a normalized maximum converges to a non-degenerate distribution, then the in the limit the distribution it converges to is in the Gumbel, Fréchet, or Weibull family.

Extreme Value Theory is used in many places, such as building bridges that can withstand a once-in-\(n\)-years flood, or estimating the effects of climate change on annual global temperatures. Maximum likelihood techniques are the most commonly used to fit the distributions, with samples found by either peak-over-threshold method or defining blocks and using the max from each block.

**New initialization method for pretrained models**

Much attention has been paid to randomly initializing all of the learnable parameters in a neural model, but as we show in Chapter 5, randomly initializing just the classification layer of a pretrained model can have a large impact on performance. Many initialization schemes are designed so as to preserve the magnitude of gradients passed through each layer in a neural network (He et al., 2015). This idea translates to initializing the final layer of a pretrained model — keeping the pretrained weights fixed, and initializing the final layer so it preserves the gradients passed through the pretrained parts of the model could lead to more stable training, and better performance.
Bibliography


A.1 Hyperparameter Search Spaces for Section 2.3.2

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>patience</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>embedding</td>
<td>GloVe (50 dim)</td>
<td>GloVe (50 dim)</td>
</tr>
<tr>
<td>encoder</td>
<td>ConvNet</td>
<td>ConvNet</td>
</tr>
<tr>
<td>max filter size</td>
<td>uniform-integer[3, 6]</td>
<td>4</td>
</tr>
<tr>
<td>number of filters</td>
<td>uniform-integer[64, 512]</td>
<td>332</td>
</tr>
<tr>
<td>dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.4</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>reduce on plateau</td>
<td>reduce on plateau</td>
</tr>
<tr>
<td>learning rate scheduler patience</td>
<td>2 epochs</td>
<td>2 epochs</td>
</tr>
<tr>
<td>learning rate scheduler reduction factor</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Table A.1: SST (fine-grained) CNN classifier search space and best assignments.
### Computing Infrastructure
3.1 GHz Intel Core i7 CPU

### Number of search trials
50

### Search strategy
uniform sampling

### Best validation accuracy
39.8

### Training duration
1.56 seconds

### Model implementation
http://github.com/allenai/show-your-work

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>penalty</td>
<td>choice [L1, L2]</td>
<td>L2</td>
</tr>
<tr>
<td>no. of iter</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>solver</td>
<td>liblinear</td>
<td>liblinear</td>
</tr>
<tr>
<td>regularization</td>
<td>uniform-float [0, 1]</td>
<td>0.13</td>
</tr>
<tr>
<td>n-grams</td>
<td>choice [(1, 2), (1, 2, 3), (2, 3)]</td>
<td>[1, 2]</td>
</tr>
<tr>
<td>stopwords</td>
<td>choice [True, False]</td>
<td>True</td>
</tr>
<tr>
<td>weight</td>
<td>choice [tf, tf-idf, binary]</td>
<td>binary</td>
</tr>
<tr>
<td>tolerance</td>
<td>loguniform-float [10e-5, 10e-3]</td>
<td>0.00014</td>
</tr>
</tbody>
</table>

Table A.2: SST (fine-grained) logistic regression search space and best assignments.
A.2 Hyperparameter Search Spaces for Section 2.3.3

<table>
<thead>
<tr>
<th>Computing Infrastructure</th>
<th>GeForce GTX 1080 GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of search trials</td>
<td>50</td>
</tr>
<tr>
<td>Search strategy</td>
<td>uniform sampling</td>
</tr>
<tr>
<td>Best validation accuracy</td>
<td>87.6</td>
</tr>
<tr>
<td>Training duration</td>
<td>1624 sec</td>
</tr>
<tr>
<td>Model implementation</td>
<td><a href="http://github.com/allenai/show-your-work">http://github.com/allenai/show-your-work</a></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>patience</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>gradient norm</td>
<td>uniform-float[5, 10]</td>
<td>9.0</td>
</tr>
<tr>
<td>embedding dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.3</td>
</tr>
<tr>
<td>number of pre-encode feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>number of pre-encode feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>232</td>
</tr>
<tr>
<td>pre-encode feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>tanh</td>
</tr>
<tr>
<td>pre-encode feedforward dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.0</td>
</tr>
<tr>
<td>encoder hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>424</td>
</tr>
<tr>
<td>number of encoder layers</td>
<td>choice[1, 2, 3]</td>
<td>2</td>
</tr>
<tr>
<td>integrator hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>337</td>
</tr>
<tr>
<td>number of integrator layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>integrator dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.1</td>
</tr>
<tr>
<td>number of output layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>output hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>384</td>
</tr>
<tr>
<td>output dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.2</td>
</tr>
<tr>
<td>output pool sizes</td>
<td>uniform-integer[3, 7]</td>
<td>6</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>0.0001</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>reduce on plateau</td>
<td>reduce on plateau</td>
</tr>
<tr>
<td>learning rate scheduler patience</td>
<td>2 epochs</td>
<td>2 epochs</td>
</tr>
<tr>
<td>learning rate scheduler reduction factor</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table A.3: SST (binary) BCN GloVe search space and best assignments.
### Computing Infrastructure
GeForce GTX 1080 GPU

### Number of search trials
50

### Search strategy
uniform sampling

### Best validation accuracy
91.4

### Training duration
6815 sec

### Model implementation
http://github.com/allenai/show-your-work

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>patience</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>gradient norm</td>
<td>uniform-float[5, 10]</td>
<td>9.0</td>
</tr>
<tr>
<td>freeze ELMo</td>
<td>True</td>
<td>True</td>
</tr>
<tr>
<td>embedding dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.3</td>
</tr>
<tr>
<td>number of pre-encode feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>number of pre-encode feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>206</td>
</tr>
<tr>
<td>pre-encode feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>relu</td>
</tr>
<tr>
<td>pre-encode feedforward dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.3</td>
</tr>
<tr>
<td>encoder hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>93</td>
</tr>
<tr>
<td>number of encoder layers</td>
<td>choice[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>integrator hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>159</td>
</tr>
<tr>
<td>number of integrator layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>integrator dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.4</td>
</tr>
<tr>
<td>number of output layers</td>
<td>choice[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>output hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>399</td>
</tr>
<tr>
<td>output dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.4</td>
</tr>
<tr>
<td>output pool sizes</td>
<td>uniform-integer[3, 7]</td>
<td>6</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>0.0008</td>
</tr>
<tr>
<td>use integrator output ELMo</td>
<td>choice[True, False]</td>
<td>True</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>reduce on plateau</td>
<td>reduce on plateau</td>
</tr>
<tr>
<td>learning rate scheduler patience</td>
<td>2 epochs</td>
<td>2 epochs</td>
</tr>
<tr>
<td>learning rate scheduler reduction factor</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table A.4: SST (binary) BCN GLoVe + ELMo (frozen) search space and best assignments.
<table>
<thead>
<tr>
<th><strong>Computing Infrastructure</strong></th>
<th>NVIDIA Titan Xp GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of search trials</strong></td>
<td>50</td>
</tr>
<tr>
<td><strong>Search strategy</strong></td>
<td>uniform sampling</td>
</tr>
<tr>
<td><strong>Best validation accuracy</strong></td>
<td>92.2</td>
</tr>
<tr>
<td><strong>Training duration</strong></td>
<td>16071 sec</td>
</tr>
<tr>
<td><strong>Model implementation</strong></td>
<td><a href="http://github.com/allenai/show-your-work">http://github.com/allenai/show-your-work</a></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Hyperparameter</strong></th>
<th><strong>Search space</strong></th>
<th><strong>Best assignment</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>patience</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>gradient norm</td>
<td>uniform-float[5, 10]</td>
<td>7.0</td>
</tr>
<tr>
<td>freeze ELMo</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>embedding dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.1</td>
</tr>
<tr>
<td>number of pre-encode feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>number of pre-encode feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>285</td>
</tr>
<tr>
<td>pre-encode feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>relu</td>
</tr>
<tr>
<td>pre-encode feedforward dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.3</td>
</tr>
<tr>
<td>encoder hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>368</td>
</tr>
<tr>
<td>number of encoder layers</td>
<td>choice[1, 2, 3]</td>
<td>2</td>
</tr>
<tr>
<td>integrator hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>475</td>
</tr>
<tr>
<td>number of integrator layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>integrator dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.4</td>
</tr>
<tr>
<td>number of output layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>output hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>362</td>
</tr>
<tr>
<td>output dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.4</td>
</tr>
<tr>
<td>output pool sizes</td>
<td>uniform-integer[3, 7]</td>
<td>5</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>2.1e-5</td>
</tr>
<tr>
<td>use integrator output ELMo</td>
<td>choice[True, False]</td>
<td>True</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>reduce on plateau</td>
<td>reduce on plateau</td>
</tr>
<tr>
<td>learning rate scheduler patience</td>
<td>2 epochs</td>
<td>2 epochs</td>
</tr>
<tr>
<td>learning rate scheduler reduction factor</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table A.5: SST (binary) BCN GloVe + ELMo (fine-tuned) search space and best assignments.
### A.3 Hyperparameter Search Spaces for Section 2.3.4

<table>
<thead>
<tr>
<th>Computing Infrastructure</th>
<th>GeForce GTX 1080 GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of search trials</td>
<td>100</td>
</tr>
<tr>
<td>Search strategy</td>
<td>uniform sampling</td>
</tr>
<tr>
<td>Best validation accuracy</td>
<td>82.7</td>
</tr>
<tr>
<td>Training duration</td>
<td>339 sec</td>
</tr>
<tr>
<td>Model implementation</td>
<td><a href="http://github.com/allenai/show-your-work">http://github.com/allenai/show-your-work</a></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>140</td>
<td>140</td>
</tr>
<tr>
<td>patience</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>gradient clip</td>
<td>uniform-float[5, 10]</td>
<td>5.28</td>
</tr>
<tr>
<td>embedding projection dim</td>
<td>uniform-integer[64, 300]</td>
<td>78</td>
</tr>
<tr>
<td>number of attend feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>attend feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>336</td>
</tr>
<tr>
<td>attend feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>tanh</td>
</tr>
<tr>
<td>attend feedforward dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.1</td>
</tr>
<tr>
<td>number of compare feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>compare feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>370</td>
</tr>
<tr>
<td>compare feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>relu</td>
</tr>
<tr>
<td>compare feedforward dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.2</td>
</tr>
<tr>
<td>number of aggregate feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>2</td>
</tr>
<tr>
<td>aggregate feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>370</td>
</tr>
<tr>
<td>aggregate feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>relu</td>
</tr>
<tr>
<td>aggregate feedforward dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.1</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adagrad</td>
<td>Adagrad</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Table A.6: SciTail DAM search space and best assignments.
<table>
<thead>
<tr>
<th><strong>Computing Infrastructure</strong></th>
<th>GeForce GTX 1080 GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of search trials</strong></td>
<td>100</td>
</tr>
<tr>
<td><strong>Search strategy</strong></td>
<td>uniform sampling</td>
</tr>
<tr>
<td><strong>Best validation accuracy</strong></td>
<td>82.8</td>
</tr>
<tr>
<td><strong>Training duration</strong></td>
<td>372 sec</td>
</tr>
<tr>
<td><strong>Model implementation</strong></td>
<td><a href="http://github.com/allenai/show-your-work">http://github.com/allenai/show-your-work</a></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>patience</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>encoder hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>253</td>
</tr>
<tr>
<td>dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.28</td>
</tr>
<tr>
<td>number of encoder layers</td>
<td>choice[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>number of projection feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>2</td>
</tr>
<tr>
<td>projection feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>85</td>
</tr>
<tr>
<td>projection feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>relu</td>
</tr>
<tr>
<td>number of inference encoder layers</td>
<td>choice[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>number of output feedforward layers</td>
<td>choice[1, 2, 3]</td>
<td>2</td>
</tr>
<tr>
<td>output feedforward hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>432</td>
</tr>
<tr>
<td>output feedforward activation</td>
<td>choice[relu, tanh]</td>
<td>tanh</td>
</tr>
<tr>
<td>output feedforward dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.03</td>
</tr>
<tr>
<td>gradient norm</td>
<td>uniform-float[5, 10]</td>
<td>7.9</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>0.0004</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>reduce on plateau</td>
<td>reduce on plateau</td>
</tr>
<tr>
<td>learning rate scheduler patience</td>
<td>0 epochs</td>
<td>0 epochs</td>
</tr>
<tr>
<td>learning rate scheduler reduction factor</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>learning rate scheduler mode</td>
<td>max</td>
<td>max</td>
</tr>
</tbody>
</table>

Table A.7: SciTail ESIM search space and best assignments.
<table>
<thead>
<tr>
<th>Computing Infrastructure</th>
<th>GeForce GTX 1080 GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of search trials</td>
<td>100</td>
</tr>
<tr>
<td>Search strategy</td>
<td>uniform sampling</td>
</tr>
<tr>
<td>Best validation accuracy</td>
<td>81.2</td>
</tr>
<tr>
<td>Training duration</td>
<td>137 sec</td>
</tr>
<tr>
<td>Model implementation</td>
<td><a href="http://github.com/allenai/show-your-work">http://github.com/allenai/show-your-work</a></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>140</td>
<td>140</td>
</tr>
<tr>
<td>patience</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.2</td>
</tr>
<tr>
<td>hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>167</td>
</tr>
<tr>
<td>activation</td>
<td>choice[relu, tanh]</td>
<td>tanh</td>
</tr>
<tr>
<td>number of layers</td>
<td>choice[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>gradient norm</td>
<td>uniform-float[5, 10]</td>
<td>6.8</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>0.01</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>exponential</td>
<td>exponential</td>
</tr>
<tr>
<td>learning rate scheduler gamma</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table A.8: SciTail n-gram baseline search space and best assignments.
<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>140</td>
<td>140</td>
</tr>
<tr>
<td>patience</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>batch size</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>embedding projection dim</td>
<td>uniform-integer[64, 300]</td>
<td>100</td>
</tr>
<tr>
<td>edge embedding size</td>
<td>uniform-integer[64, 512]</td>
<td>204</td>
</tr>
<tr>
<td>premise encoder hidden size</td>
<td>uniform-integer[64, 512]</td>
<td>234</td>
</tr>
<tr>
<td>number of premise encoder layers</td>
<td>choice[1, 2, 3]</td>
<td>2</td>
</tr>
<tr>
<td>premise encoder is bidirectional</td>
<td>choice[True, False]</td>
<td>True</td>
</tr>
<tr>
<td>number of phrase probability layers</td>
<td>choice[1, 2, 3]</td>
<td>2</td>
</tr>
<tr>
<td>phrase probability hidden dims</td>
<td>uniform-integer[64, 512]</td>
<td>268</td>
</tr>
<tr>
<td>phrase probability dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.2</td>
</tr>
<tr>
<td>phrase probability activation</td>
<td>choice[tanh, relu]</td>
<td>tanh</td>
</tr>
<tr>
<td>number of edge probability layers</td>
<td>choice[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>edge probability dropout</td>
<td>uniform-float[0, 0.5]</td>
<td>0.2</td>
</tr>
<tr>
<td>edge probability activation</td>
<td>choice[tanh, relu]</td>
<td>tanh</td>
</tr>
<tr>
<td>gradient norm</td>
<td>uniform-float[5, 10]</td>
<td>7.0</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>loguniform-float[1e-6, 1e-1]</td>
<td>0.0006</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>exponential</td>
<td>exponential</td>
</tr>
<tr>
<td>learning rate scheduler gamma</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table A.9: SciTail DGEM search space and best assignments.
<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search space</th>
<th>Best assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of epochs</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>patience</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>batch size</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>token embedding</td>
<td>GloVe (100 dim)</td>
<td>GloVe (100 dim)</td>
</tr>
<tr>
<td>gradient norm</td>
<td><em>uniform-float</em>[5, 10]</td>
<td>6.5</td>
</tr>
<tr>
<td>dropout</td>
<td><em>uniform-float</em>[0, 0.5]</td>
<td>0.46</td>
</tr>
<tr>
<td>character embedding dim</td>
<td><em>uniform-integer</em>[16, 64]</td>
<td>43</td>
</tr>
<tr>
<td>max character filter size</td>
<td><em>uniform-integer</em>[3, 6]</td>
<td>3</td>
</tr>
<tr>
<td>number of character filters</td>
<td><em>uniform-integer</em>[64, 512]</td>
<td>33</td>
</tr>
<tr>
<td>character embedding dropout</td>
<td><em>uniform-float</em>[0, 0.5]</td>
<td>0.15</td>
</tr>
<tr>
<td>number of highway layers</td>
<td><em>choice</em>[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>phrase layer hidden size</td>
<td><em>uniform-integer</em>[64, 512]</td>
<td>122</td>
</tr>
<tr>
<td>number of phrase layers</td>
<td><em>choice</em>[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>phrase layer dropout</td>
<td><em>uniform-float</em>[0, 0.5]</td>
<td>0.46</td>
</tr>
<tr>
<td>modeling layer hidden size</td>
<td><em>uniform-integer</em>[64, 512]</td>
<td>423</td>
</tr>
<tr>
<td>number of modeling layers</td>
<td><em>choice</em>[1, 2, 3]</td>
<td>3</td>
</tr>
<tr>
<td>modeling layer dropout</td>
<td><em>uniform-float</em>[0, 0.5]</td>
<td>0.32</td>
</tr>
<tr>
<td>span end encoder hidden size</td>
<td><em>uniform-integer</em>[64, 512]</td>
<td>138</td>
</tr>
<tr>
<td>span end encoder number of layers</td>
<td><em>choice</em>[1, 2, 3]</td>
<td>1</td>
</tr>
<tr>
<td>span end encoder dropout</td>
<td><em>uniform-float</em>[0, 0.5]</td>
<td>0.03</td>
</tr>
<tr>
<td>learning rate optimizer</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td><em>loguniform-float</em>[1e-6, 1e-1]</td>
<td>0.00056</td>
</tr>
<tr>
<td>Adam $\beta_1$</td>
<td><em>uniform-float</em>[0.9, 1.0]</td>
<td>0.95</td>
</tr>
<tr>
<td>Adam $\beta_2$</td>
<td><em>uniform-float</em>[0.9, 1.0]</td>
<td>0.93</td>
</tr>
<tr>
<td>learning rate scheduler</td>
<td>reduce on plateau</td>
<td>reduce on plateau</td>
</tr>
<tr>
<td>learning rate scheduler patience</td>
<td>2 epochs</td>
<td>2 epochs</td>
</tr>
<tr>
<td>learning rate scheduler reduction factor</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>learning rate scheduler mode</td>
<td>max</td>
<td>max</td>
</tr>
</tbody>
</table>

Table A.10: SQuAD BiDAF search space and best assignments.