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Abstract— Common guidelines followed in the animation
community include the idea that cartoon characters should be
exaggerated to better convey emotion and intent, whereas more
realistic characters should have “matching” realistic motion. We
investigated the effects of rendering style and amount of facial
motion on perceptions of character likeability, intelligence,
and extraversion. We used cartoon and more realistic-looking
characters that were animated with tracked actor motion. The
motion was exaggerated and damped in 10% increments up
to a 40% difference from the original motion. We discovered
that motion changes ±20% from original motion affected
perceptions of likeability and intelligence differently in the
realistic-looking and cartoon characters. The realistic-looking
characters benefited from increased motion whereas the cartoon
characters benefitted from damped motion. Furthermore, the
amount of facial motion and perceptions of extraversion were
significantly correlated.

I. INTRODUCTION

We encounter animated characters in many different
domains, including entertainment, education, and therapy.
These characters need to embody certain attributes to be
effective. For example, a virtual peer working with a child
with Autism Spectrum Disorder should be engaging and
friendly [1]. A virtual assistant or therapist should be in-
telligent and trustworthy. Characters in games, movies, and
television shows need to embody many other personality
traits to be believable. Currently, many of the design deci-
sions regarding character appearance and motion are made by
artists. Artists follow guidelines as well as their own intuition
when animating characters [2], [3].

We are interested in scientifically exploring some of these
guidelines and intuitions to better inform animation and de-
sign decisions. Specifically, we are interested in understand-
ing the relationship between the amount of character facial
motion and the character rendering style. We conducted
a controlled laboratory experiment in which participants
watched animations of cartoon and more realistic-looking
characters reading unique stories, each with a different
amount of facial motion. We modified the spatial motion to
exaggerate and damp facial motion. Participants then rated
each character on questions concerning likeability, trustwor-
thiness, intelligence, and extraversion. In general, partici-
pants liked the realistic characters more than the cartoon
characters. This preference was amplified when the realistic
characters were exaggerated and the cartoon characters were
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damped. Exaggeration improved perceptions of intelligence
for the realistic characters, and damped motion improved
perceptions of intelligence for the cartoon characters. We
also found that motion level and perceptions of extraversion
are positively correlated.

II. RELATED WORK

Exaggerated movement is a signature of cartoon-style mo-
tion, and this characterization has been widely accepted as a
guiding principle of animators who try to create the “illusion
of life” [2], [3], [4]. Exaggeration is used to make movement,
intention, and emotion more salient. This animation principle
has even been borrowed by the robotics community to make
human-robot interaction more intuitive and engaging [5],
[6], [7]. As characters have become more visually realistic,
there has been more demand that their motion also be more
realistic [4]. Motion capture is often employed to transfer
realistic motion to realistic characters, but the results are
sometimes unappealing and uncanny, particularly for facial
animation.

Not only are animated characters used for entertainment
purposes, but they can also be used at work. In a corporate
setting, Inkpen and Sedlins [8] found that users were more
particular about their avatar’s appearance than the appearance
of the avatar with which they interacted. The researchers
found that 65% of participants believed it was important for
avatars to convey their user’s personality.

McDonnell and colleagues [9] investigated the effect of
rendering style and motion on perceptions of a virtual hu-
man’s appeal, friendliness, and trustworthiness. Participants
saw still images of a character in different rendering styles
or they saw short clips (6-10 seconds) of the animated
character in different rendering styles. Motion did not have a
significant effect on appeal, friendliness, or trustworthiness;
however, rendering style had a significant effect on all three
traits. The characters rendered in the most appealing styles
were also rated as the friendliest and most trustworthy.
Realistic and cartoon characters were equally well-liked, but
characters that were in the middle of the cartoon-to-real
spectrum were not well-liked.

We further this research [9] by changing the amount of
motion in the animations. Additionally, we present longer
clips so that our participants have more time to form their
impressions of the characters.



III. HYPOTHESES

It is believed that character rendering style and motion
level should “match”; therefore our first hypothesis (H1) is
that participant ratings of character likeability and intelli-
gence will be higher for characters with matching rendering
style and motion level than for characters with mismatched
rendering style and motion level: (H1a) With exaggerated
motion, cartoon characters will be rated higher than realistic-
looking characters; (H1b) With damped motion, realistic-
looking characters will be rated higher than cartoon charac-
ters; (H1c) For realistic-looking characters, damped motion
will be rated higher than exaggerated motion; (H1d) For
cartoon characters, exaggerated motion will be rated higher
than damped motion.

Prior research found that extroverts had faster body move-
ment times than introverts [10], [11], [12] suggesting that we
should find a positive correlation between motion level and
ratings of extraversion (H2).

The relationship between extraversion and intelligence
is unclear as there is work supporting a positive correla-
tion [10], [13] and more recent work supporting a negative
correlation [14]. We expect our results to support a negative
correlation between extraversion and intelligence (H3).

Finally, research on expert witnesses in court found
that likeability and trustworthiness were positively corre-
lated [15]; therefore we expect to find that well-liked ani-
mated characters will also be rated as trustworthy (H4).

IV. PROCEDURE AND METHODS

We examined participants’ impressions of animated char-
acters in a controlled laboratory experiment. Participants
viewed animated realistic and cartoon characters with differ-
ing amounts of motion. Participants viewed each character
once as he/she told a unique story. Each participant saw
each motion level only once. We discovered that perceptions
of likeability and intelligence differ depending on character
rendering style and motion level. We also confirmed that
perceptions of likability and trustworthiness are correlated
and that amount of motion is positively correlated with
perceptions of extraversion.

A. Participants

We advertised our study on a university experiment
scheduling site. Thirty-four adults participated in this study
(age range: 18-62 years; median age: 22.5 years; 18 females).
We eliminated data from two participants due to equipment
problems. All participants read and signed informed consent
forms approved by the Institutional Review Board. Partici-
pants were compensated for their time.

B. Surveys and Questionnaires

Participants completed the Ten Item Personality Inventory
(TIPI) prior to seeing any animations [16]. After each
animation, participants completed a questionnaire asking for
their impressions of the character they had just seen. We
asked twelve questions on these topics in the form of five-
point rating scales. Principal component analysis followed by

a factor rotation indicated that the twelve questions loaded
onto three factors with acceptable reliability (Cronbach’s α).
• Likeability: Five questions on perceived likeability,

trustworthiness, sincerity, reliability, and warmth loaded
onto this measure. (Cronbach’s α = 0.81)

• Intelligence: Three questions on perceived intelligence,
competence, and how well informed the character was
loaded onto this measure. (Cronbach’s α = 0.76)

• Extraversion: Four questions on perceived extraversion,
inhibition (reverse scored), sociability, and dramaticism
loaded onto this measure. (Cronbach’s α = 0.71)

We presented all questionnaires and study stimuli on
Apple 27-inch flat panel LED cinema displays connected to
machines running OSX 10.6, Matlab, and the Psychophysics
Toolbox extensions [17], [18], [19]. Participants wore head-
phones and input their responses with a keyboard.

C. Characters and Animations

We created eight different characters, four of which were
in a cartoon style (toon) and the other four in a more realistic
style (CG). There were an equal number of male and female
characters per rendering style. Characters of the same gender
differed by skin tone, hair color, eye color, and shirt color
(Fig. 1). Animations were 1086 × 639 pixels large and
presented at 60 frames per second.

We recorded an actor and actress, from the shoulders up,
reading eight short stories using a Sony PMW-EX3 camera
and an Audio Technica shotgun microphone. The stories
ranged in length from 1:24 to 1:42 (min:s). We used the
recordings to create models of the actors’ faces, and then
we retargeted the actors’ motion to our characters.

We used 2D Active Appearance Models (AAMs) to track
the actors and synthesize the animated faces [20], [21],
[22]. An AAM consists of two independent models that
describe shape and appearance variation. We used these
models to define all possible face shapes and appearances
for our actors and characters. Our face shapes were vectors
of 79 coordinates (s = (x1,y1, ...x79,y79)

T ). We created the
shape model with hand-labeled training videos. The shape
model is defined in Eq. (1) where s is a new shape, s0
is the mean shape, and the vectors s1 through sm are the
largest basis vectors which span the shape space. The shape

(a) CG Female I (b) Toon Female I (c) CG Female II (d) Toon Female II

(e) CG Male I (f) Toon Male I (g) CG Male II (h) Toon Male II

Fig. 1. The eight characters in cartoon and realistic rendering styles.



parameters, pi, indicate how much each corresponding basis
vector contributes to the overall face shape.

s = s0 +
m

∑
i=1

si pi (1)

The appearance model is defined similarly in Eq. (2) with
appearance, x = (x,y)T , defined as the pixels that lie within
the mean face shape. A(x) is the new appearance, A0(x) is
the mean appearance, A1(x) through Al(x) are the largest
bases spanning the appearance space, and the λi appearance
parameters indicate the amount that each appearance base
contributes to the new appearance.

A(x) = A0(x)+
l

∑
i=1

λiAi(x) ∀x ∈ s0 (2)

We followed the procedure from Boker, Theobald, and
colleagues [23], [24] to exaggerate and damp the facial
motion of the characters. By multiplying the face shape
variation by values greater than 1, the motion is exaggerated,
and by multiplying the face shape variation by values less
than 1, the motion is damped. We did not track body motion,
so the torsos of our animated characters move rigidly with
respect to a pivot located at their mouths. Our characters
always face forward as they are created from 2D data. We
added rigid points around the tops of the characters’ heads
to prevent warping, and we damped the face border and
nose points by 50% to ensure that the characters’ faces and
noses did not appear to be squished or stretched whenever
the actors turned their heads slightly.

Each actor’s motion was retargeted to characters of the
same gender. We did not modify the duration of motion even
though our manipulations did change spatial and temporal
motion. In other words, the time it took an actor to start and
end a motion, such as opening and closing his mouth, was the
same regardless of manipulation; however, the actor’s smile
would be bigger and his lips would move faster in the case
of exaggeration. Thus, we used the same audio across all
animations that were created from a single actor’s recording
of a specific story.

D. Story Calibration

A single author wrote 24 short stories from the same point
of view. We calibrated the stories on interest and emotional
complexity, positivity, and intensity through Amazon’s Me-
chanical Turk. We collected 16 to 21 independent ratings
for each story. We used a one-way analysis of variance
(ANOVA) on emotional complexity followed by pairwise
t-tests to find 18 statistically similar stories. Five stories
were eliminated for exemplifying negative emotion. We then
plotted the thirteen stories that were left and selected the
eight stories that were most similar with respect to emotional
intensity and interest. To avoid repeating stories, we used an
equal number of stories and characters.

E. Motion Levels

We ran a pretest with twenty additional participants to
determine when exaggerated and damped motion with a
cartoon character would be noticeably different than the
original motion. We tested eight motion levels ranging be-
tween 20% and 180% of original motion (20%, 40%, 60%,
80%, 100%, 120%, 140%, 160%, 180%). Participants saw
two animations side by side that only differed by motion
level. One animation was always 100% motion, and the
other animation was damped or exaggerated. Participants
saw the 100% motion on the left or right side randomly,
so that there were no left or right biases in our results.
Participants decided whether the characters were moving the
same amount or different amounts. Participants pressed 1,
2, or 3 on a keyboard where 1 indicated that the left-most
animated character was moving more, 2 indicated that the
right-most character was moving more, and 3 indicated that
the characters were moving the same amount. There was
a significant effect of motion level on participant accuracy
and response time at the p < 0.0001 level, F(7,152) = 7.70
and F(7,152) = 5.37, respectively. Participants performed
above chance at all motion levels except the 120% level.
Accuracy at the 140% and higher levels was significantly
higher than accuracy at the 120% level. Similarly, accuracy
at the 60% and lower levels was significantly better than
at the 80% level. These results indicate that motion at and
below 60% and at and above 140% are noticeably damped
and exaggerated. Alternatively, motion levels including and
between 80% and 120% were not noticeably different from
the original motion, as depicted in Fig. 2.

We ran another pretest with twenty different participants
using a realistic character. This time we tested motion levels
in 5% increments from 30% to 170%. We ran a one-way
ANOVA on participant accuracy and found a significant
effect of motion level (F(27,907) = 22.72, p < 0.0001). Par-
ticipants performed above chance at all motion levels except
those between and including 85% and 110%. Participants
were extremely accurate at motion levels at and below 60%
and at and above 140%, as depicted in Fig. 2. Based on the
results from these two pretests, we chose to use the following
eight motion levels: 60%, 70%, 80%, 90%, 110%, 120%,
130%, and 140%. We provide a sample frame at each of
these motion levels in Fig. 3.
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Fig. 2. Motion level pretest results.



(a) 60% (b) 70% (c) 80% (d) 90%

(e) 110% (f) 120% (g) 130% (h) 140%

Fig. 3. Sample still frames of the eight different motion levels.

F. Experimental Design

We used a repeated-measures experimental design. Motion
level and rendering style were within-subjects factors with
eight and two conditions, respectively. Because we wanted
participants to form impressions of the characters’ person-
alities, we did not allow participants to see any character,
motion level, or story more than once. Therefore, partic-
ipants viewed eight different characters, each displaying
a different level of motion, and each telling a different
story. We constructed paired orthogonal Latin squares, which
simultaneously counterbalanced immediate sequential effects
and pairing of conditions [25]. This pair of Latin squares
was used to select participants’ trial conditions and trial
order. Across all participants, every (character, motion) pair
occured twice, and the order was counterbalanced to control
for possible order effects.

G. Procedure

Participants arrived at the study location and completed
consent forms. An experimenter was present to answer
questions and explain the study tasks to participants. The
experimenter led participants to the study setup, and par-
ticipants completed the TIPI. After completion, participants
advanced to another instruction screen explaining that they
would see a series of animations, each of which would be
followed by a questionnaire asking about their impressions of
the character in the animation. The participants then viewed
each animation and answered the accompanying questions. A
screen before each animation reminded participants that they
could take a break. At the end of the study the participants
were shown a thank you screen, and then the experimenter
debriefed and paid them. The experiment took no longer than
40 minutes. The experimenter stayed near the participant
during the study so that participants could ask questions or
take breaks at any time.

V. RESULTS

We conducted a repeated-measures ANOVA to analyze
the possible effects of motion level and rendering style on

our measures of likeability, intelligence, and extraversion.
We found that motion level and rendering style influence
participant impressions, although not always in ways that
we expected. We also found a significant main effect of
rendering style on impressions of character likeability and
intelligence. As expected, we found a relationship between
motion level and extraversion.

Hypothesis H1 that character rendering style and motion
level should match based on animation principles was only
partially supported. The interaction between motion level and
rendering style was marginal for likeability and significant
for intelligence, F(7,211) = 1.78,p = 0.092 and F(7,207) =
2.91,p = 0.006, respectively (see Fig. 4). We investigated
these interactions in more detail with post hoc contrast tests.

While investigating H1a, we found that exaggerated car-
toon characters were rated equal to or lower than exagger-
ated realistic-looking characters. The difference in likeability
ratings was not significant when examining all levels of
exaggeration (110% - 140%) together, F(1,223) = 3.49,
p = 0.06; however ratings of intelligence were significantly
higher for exaggerated realistic characters than for exag-
gerated cartoon characters F(1,218) = 14.47, p = 0.0002.
With slight exaggeration, 120%, the realistic characters were
significantly more likeable and intelligent than the cartoon
characters, F(1,217) = 4.99, p = .03 and F(1,212) = 16.05,
p < 0.0001, respectively.

To investigate H1b, we compared the likeability and intel-
ligence ratings of damped (60% - 90%) cartoon characters
to the ratings of damped realistic-looking characters, and we
found that the ratings did not differ significantly, F(1,223) =
.24, p = 0.62 and F(1,218) = 1.58, p = 0.21, respectively.
When motion was noticeably damped (60% and 70%), the
cartoon characters were significantly less likeable than the
realistic characters, F(1,221)= 4.89, p= 0.0281, confirming
H1b for likeability when motion was extremely damped.

We expected that damped realistic characters would be
more likeable and intelligent than exaggerated realistic char-
acters (H1c); however, we found that slightly exagger-
ated (110% and 120%) realistic characters were preferred
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Fig. 4. Interaction effects on likeability and intelligence.

to slightly damped (80% and 90%) realistic characters,
F(1,215) = 4.95,p = 0.03 for likeability and F(1,210) =
6.67,p = 0.01 for intelligence. We found similarly surprising
results when investigating H1d: slightly damped cartoon
characters were considered more intelligent than slightly
exaggerated cartoon characters, F(1,210) = 7.20,p = 0.008.

Our unexpected results can partially be explained by the
main effects of render style we found on both likeability
and intelligence, F(1,195)= 4.44,p= 0.037 and F(1,196)=
3.69,p = 0.056, respectively (see Fig. 5).

As hypothesized in H2, we found a significant main effect
of motion level on perceptions of extraversion, as depicted
in Fig. 6, F(7,197) = 2.14, p = 0.04. A post hoc contrast
verified that extraversion ratings did not differ significantly
at the 60% and 70% levels, F(1,198) = 2.56, p = 0.11.
There was a significant positive correlation between motion
level and extraversion, r = 0.14, p = 0.02, suggesting that as
motion level increases, perceptions of extraversion increase.

Although, we suspected (H3) that there would be a cor-
relation between extraversion and intelligence as previous
research had suggested [10], [13], [14], we found no such
correlation. However, our data support hypothesis H4, that
likeability and trustworthiness are positively correlated. The
questions regarding likeability and trustworthiness all loaded
onto the same factor during principal component analysis.

We were concerned that perceived character age could
be confounded with rendering style, and specifically that
realistic characters might be perceived as older than cartoon
characters. We asked participants to estimate the age of the
characters after they saw each one. We found no signifi-
cant effect of rendering style on perceived character age,
F(1,25) = 1.26, p = 0.26.
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60 70 80 90 100 110 120 130 140
3

3.5

4

Percent of Original Motion (%)

E
x
tr

av
er

si
o
n
 

Fig. 6. Effect of motion level on extraversion.

VI. DISCUSSION

If virtual humans, embodied agents, animated characters,
and avatars could convey their personalities accurately and
realistically, then they could be more effective at engaging,
teaching, helping, and entertaining users. In this paper, we
have examined the effects of rendering style and motion
level on impressions of character personality. We wanted to
know whether the character rendering style should match
the amount of facial motion. We found evidence to support
this idea when characters were extremely damped (60% and
70%) because the cartoon characters were then significantly
less likeable than the realistic-looking characters.

Surprisingly, we also found support for a preference of
characters with mismatched rendering style and motion level.
Slightly exaggerated realistic-looking characters were more
likeable and intelligent than slightly exaggerated cartoon
characters. This result may be due to the fact that participants
were more sensitive to slightly exaggerated motion on the
realistic-looking character than on the cartoon character (see
Fig. 3). The slight exaggeration of the realistic-looking
character may have been perceived as the character being
slightly more expressive, but the slight exaggeration in the
cartoon character may have been unnoticed. Overly exag-
gerated characters did not affect participants’ perceptions
perhaps because the motion was perceived as unnatural, and
the audio overpowered the visual information. Future re-
search should investigate the interaction of facial movement
and voice characteristics. Independent of motion level, our
participants perceived the more realistic characters as more
likeable and intelligent than the cartoon characters. The
audio was unmodified and therefore may have may have
been a better fit for the realistic-looking characters than the
cartoon characters.

Previously, body motion speed and extraversion had been
correlated; however, no previous studies investigated the
relationship between the amount of facial motion and ex-
traversion. We identified a positive relationship between
these variables. Prior research was inconclusive in regards
to the relationship between extraversion and intelligence,
and we found no relationship; however, we did find a
positive correlation between likeability and trustworthiness
as expected.

We used rendering styles similar to the Toon Flat and Toon
CG styles used by McDonnell and colleagues [9]. In contrast
with their results, we found a significant difference between
ratings of likeability and trustworthiness across the two
styles. Our realistic characters were perceived as significantly



more likeable and trustworthy than our cartoon characters.
This difference may have been due to our animation tech-
nique as McDonnell and colleagues used full motion capture
data to animate their characters.

VII. LIMITATIONS

We conducted a controlled laboratory experiment to ex-
amine the relationship between rendering style and facial
motion on viewers’ perceptions of character personality.
Unfortunately, we only had one actor and one actress, and
therefore we could not investigate the effects of character
gender on perceptions of character likeability, intelligence,
and extraversion. Actor was perfectly confounded with char-
acter gender. We also used only two rendering styles. Future
work should investigate the effects of character gender and
more rendering styles by using more actors and characters.

We chose to use positive stories about ordinary situations.
Context may have an important impact on perceptions of
character personality. It is quite possible that exaggerating
motion during expressions of negative emotion may have a
different effect on participants’ perceptions of personality.

We could not transfer the actors’ motions to our character
perfectly because 2D AAMs cannot measure motion accu-
rately when the actors turn their heads or close their eyes and
mouths completely. We requested that our actors limit their
head motion while reading from a teleprompter. When the
actors turned their heads slightly, this motion was translated
into torso motion in the animated characters. The lack of
head turns and the additional torso motion could have been
perceived as unnatural. It is also unclear whether the facial
motion maintains naturalness when we spatially modify it.
There are many other animation techniques that could have
been used, however we chose to use 2D AAMs because
they are relatively quick and inexpensive to use. They are
also customizable to individual people, so that subtle facial
expressions are transferred to the animated characters.

VIII. CONCLUSION

Our experiment revealed that cartoon characters are less
likeable than more realistic characters and that the effect
is amplified when cartoon characters are presented with
damped motion and more realistic characters are presented
with exaggerated motion. These results suggest that if an-
imators want to create intelligent cartoon characters, they
should slightly damp the facial motion without worrying
about making the character less likeable. If animators want
to create likeable and intelligent realistic characters, they
should use exaggerated facial motion. These results need to
be validated with a larger study using more rendering styles,
characters, and actors. Perceptions of extraversion were
positively correlated with the amount of facial motion. This
correlation implies that people could appear more extraverted
than they really are by using avatars that exaggerate their
motion. Animators who want to create extraverted characters
should exaggerate the characters’ facial expressions and
analogously damp the characters’ facial expressions to make
their characters seem more introverted.
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