Using conditional random fields for result identification in biomedical abstracts
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Abstract. The abstracts of biomedical papers usually contain three sections: objective, methods, and results-conclusion. The results-conclusion section is the most important because it usually describes the main contribution of a paper. Unfortunately, not all biomedical journals follow this three-section format. In this paper, we propose a machine learning (ML) based approach to automatically identify the results-conclusion section. The results-conclusion section identification problem is formulated as a sequence labeling task. Four feature sets, including Position, Named Entity, Tense, and Word Frequency, are employed with Conditional Random Fields (CRFs) as the underlying ML model. The experiment results show that the proposed approach can achieve F-measure, precision, and recall of 97.08\%, 96.63\% and 97.53\%, respectively.
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1. Introduction

Integrated computer-aided tools are widely developed and demonstrated their effectiveness in improving the working efficiency in many domains [1,3,7,20,35,44]. In the biomedical domain, the phenomenal growth in biomedical literature poses a major problem for biologists. In recent years, a range of text-mining applications have been developed to improve access to knowledge for biologists and database curators [6,11,21]. These applications perform functions like recognizing named entities (NEs) or identifying the relationships between them from an entire abstract without distinguishing the introduction from the methodology, the results or the conclusion. However, in the biomedical field, the results-conclusion section of an abstract usually describes the main contribution or new finding of a paper. For example, Fig. 1 shows a biomedical abstract (PubMed ID “15097232”) comprised of four sections: objective, methods, results, and conclusion. The sentence in the results section, “Genetic variation in GRK4gamma was associated with HT in the subjects studied”, summarizes the true contribution of the article. Therefore, distinguishing the results-conclusion section from the other parts of an abstract could provide detailed information on the article’s key content. (For convenience, we refer to the results-conclusion section as the “results section” hereafter.)

In this work, we use the Conditional Random Fields (CRFs) [27] machine learning (ML) algorithm to identify the result section from other paragraphs because CRF is one of the best known model in solving sequential labeling tasks such as named entity recognition (NER) [39] and part of speech tagging [33], etc. Four feature sets, Position, Named Entity (NE), Tense, and Word Frequency (WF), are proposed. Because there are not any openly available section identification corpora, we generated our training and test data from a controlled source, hypertension-gene relation articles,
OBJECTIVE:
To perform association studies of polymorphisms of the potential candidate essential hypertension (HT) genes GRK4, PTP1B and HSD3B1.

METHODS:
Subjects consisted of 168 unrelated, Caucasian essential hypertensive (HT) patients and 312 normotensive (NT) controls. Biological power was increased by ensuring subjects in each group had parents with the same blood pressure (BP) status as theirs. Three GRK4gamma variants (R65L, A142V and A486V), one HSD3B1 variant (T<---C Leu) and one PTP1B variant (1484insG) were genotyped by polymerase chain reaction and restriction enzyme digestion or by homogenous MassEXTEND Assay.

RESULTS:
The V allele of the A486V variant of GRK4gamma, but not the R65L or A142V variants, showed an association with HT (P = 0.02). The V allele was also associated with an elevation in systolic blood pressure (SBP) (P = 0.002). Although the L65 and the V142 alleles tracked with elevation in diastolic (DBP), this was seen only in male HTs (P = 0.009; P = 0.002, respectively). Haplotype frequencies differed between the HT and NT groups, particularly for the R, V, V haplotype combination of R65L, A142V and A486V, respectively. Neither of the HSD3B1 or PTP1B variants were associated with HT.

CONCLUSION:
Genetic variation in GRK4gamma was associated with HT in the subjects studied.

2. Related work

In the light of rhetorical structure theory [18], clauses in text are relevant to one another through relations such as Background, Elaboration, and Contrast. These rhetorical relations when identified could be helpful for summarization, information retrieval, information extraction, and question answering. In natural language processing (NLP), researchers have undertaken to recognize rhetorical relations using manually crafted and statistical techniques [16,32].

[19,24,34] have claimed that abstracts across scientific disciplines including the biomedical field follow consistent rhetorical roles or “argumentative moves” (e.g. Problem, Solution, Evaluation, and Conclusion). Teufel and Moens [36] have proposed a strategy for summarization by classifying sentences from scientific texts into seven rhetorical categories. Extracted sentences could be concatenated for automated user-tailored summaries.

Since then, several result identification approaches have been proposed in recent years. In 2003, Shimbo et al. [29] present an experimental text retrieval system to facilitate search in the MEDLINE database. A unique feature of the system is that the user can search not only throughout the whole abstract text, but also from the limited “sections” in the text. For this purpose, they exploit the “structured” abstracts contained in the MEDLINE database in which sections are explicitly marked by the headings. These abstracts provide training data for constructing sentence classifiers that are used to section unstructured abstracts, in which explicit section headings are missing. They used support vector machine (SVM) [12] to classify sentences represented by bigrams, and contextual information and reported 91.9% accuracy.

Two years later, Yamamoto et al. [43] also used SVM classifiers with various novel features, such as subject-verb, verb tense, relative sentence location, and sentence score (i.e., the average TF-IDF score of constituent words) features and trained each of them for a different rhetorical status on structured abstracts. A structured abstract is one that has labels indicating rhetorical statuses of the sentences, while an unstructured abstract does not. The classifiers were tested on...
both structured and unstructured abstracts. The former were randomly obtained from the MEDLINE database and the latter were manually labeled by humans. Their method achieved F-measure of 87.2% and 89.8% for result and conclusion (structured abstract) and F-measure of 81.8% and 87.4% for result and conclusion (unstructured abstract).

Recently, Ruch et al. [23] reported on the construction of a categorizer, which classifies sentences of biomedical abstracts into a four-class argumentative model. The system is based on a set of Bayesian learners trained on automatically acquired corpora and augmented with distributional heuristics. Feature weighting was optimal with DF-thresholding. For the CONCLUSION class, which has been reported to contain more highly informative contents than other sentences, they obtain an F-score of 85%.

Lin et al. [15] describes experiments with generative models for analyzing the discourse structure of medical abstracts, which generally follow the pattern of “introduction”, “methods”, “results”, and “conclusions”. They demonstrate that Hidden Markov Models [45] are capable of accurately capturing the structure of such texts, and can achieve classification accuracy comparable to that of discriminative techniques. Kneser-Ney discounting and Katz backoff are utilized to generate bigram language models for each section and achieved an F-measure of 89.8% for the result section and 89.7% for the conclusion section.

Wu et al. [42] introduces a method for computational analysis of move structures in research articles. They proposed a six-step learning process to train a collocation classifier and exploited the HMM to tag sentences. Their system achieved 80.54% precision.

3. Method

3.1. Formulation

We transformed the result identification problem into a sentence-by-sentence sequential labeling task [2]. Each sentence in an abstract is regarded as a token. Each token is associated with a tag that indicates the section boundary. We adopt the IOB2 format, which has been proven to be the most appropriate format for sequence tagging problems [26]. Therefore, three tags are used to determine whether or not the sentence belongs to the beginning (B), the inside/ending (I) or outside (O) of the result section (RS), that is, B-RS, I-RS, and O. For a given abstract, the problem can then be formulated as a problem of sequentially assigning one of three tags to each sentence.

3.2. Conditional random fields

CRFs are undirected graphical models trained to maximize a conditional probability [13]. A linear-chain CRF with parameters \( \Lambda = \{ \lambda_1, \lambda_2, \ldots \} \) defines a conditional probability for a state sequence \( y = y_1 \ldots y_T \) given an input sequence \( x = x_1 \ldots x_T \) as

\[
P_\Lambda(y|x) = \frac{1}{Z_x} \exp \left( \sum_{t=1}^{T} \sum_{k=1}^{K} \lambda_k f_k(y_{t-1}, y_t, x_t) \right)
\]

where \( Z_x \) is the normalization that makes the probability of all state sequences sum to one; \( f_k(y_{t-1}, y_t, x, t) \) is usually a binary-valued feature function, \( \lambda_k \) is its weight, \( t \) indicates the token’s position in the sequence, and \( T \) stands for the length of the sequence. The feature function can measure any aspect of a state transition, \( y_{t-1} \rightarrow y_t \), and the entire observation sequence \( x \) centered at the current time step \( t \). For example, a feature function might have the value 1 when \( y_{t-1} \) is the state \( B-RC \), \( y_t \) is the state \( I-RC \), and \( x_t \) is 1st position. Large positive values for \( \lambda_k \) indicate a preference for such an event; large negative values mean that the event is unlikely.

The most probable label sequence for \( x \),

\[ y^* = \arg \max_y P_\Lambda(y|x) \]

can be efficiently determined using the Viterbi algorithm [22].

The parameters can be estimated by maximizing the conditional probability of a set of label sequences, each given their corresponding input sequences. The log-likelihood of a training set \( \{(x_i, y_i) : i = 1, \ldots, M\} \) is written as:

\[
L_\Lambda = \sum_i \log P_\Lambda(y_i|x_i) = \sum_i \left( \sum_{t=1}^{T} \sum_{k=1}^{K} \lambda_k f_k(y_{t-1}, y_t, x_t) - \log Z_{x_i} \right)
\]

To optimize the parameters in CRFs, a quasi-Newton gradient-climber BFGS [28] is used.

3.3. Feature set

In this section, four proposed features including Position, Named Entity (NE), Tense, and Word Frequency (WF) are described in detail.
3.3.1. Position feature

Because the results section is usually located at the end of the abstract, the relative position of a sentence in an abstract provides useful information to determine whether it belongs to the results section. We use the following equation to calculate the relative position of a sentence:

$$\text{relative}_{\text{position}}(s, S) = 10 \left\lfloor \frac{s}{S} \right\rfloor$$

where \( s \) is the sentence’s position in the abstract, and \( S \) is the total number of sentences in the abstract. The relative position is an integer, ranging from 1 to 10. Since our CRF model only allows binary features, we correspond one value to one feature. Therefore, we have 10 position features. If a sentence’s relative position is 5, then the position feature corresponding to 5 will be enabled, while the other position features will be disabled.

3.3.2. NE feature

Since the title can be treated as a summary of an abstract, it may contribute some information related to the result section. NEs in the title are a kind of such information. Therefore, we firstly constructed a CRFs-based NE recognizer to complete such work. In our NER approach, very similar to the approach described in Section 3.1, the first step is to transform the original NE annotation into a token/tag format. Each word in a sentence is regarded as a token, and each token is associated with a tag that indicates the location of the token within the NE, for example, \( B \), and \( I \). These two tags denote respectively the start token and the following token of an NE. In addition, we also use the tag \( O \) to indicate that a token is not part of an NE. For example, the following annotated phrase in XML format:

```
"<Gene> IL-2 gene </Gene> expression, <Gene> CD28 </Gene>, and <Gene> NF- kappa B </Gene>"
```

is transformed to the IOB2 format:

```
“IL-2/B gene/I expression/O, /O CD28/B, /O and/O NF- kappa/B/I”
```

The following section describes the numerical normalization as well as global pattern-based correction post-processing for our NE recognizer. The further information about our NER approach including the detail feature sets can be seen at [5].

3.3.2.1. NER: Numerical normalization

According to our observation, some proteins or genes of the same family usually differ in their numerical parts. For example, AKT-2 and AKT-3 belong to the same family – AKT. Therefore, we normalize all numerals into one. For example, both AKT-2 and AKT-3 are normalized to AKT-1. We name this approach as numerical normalization. The advantages of this approach include: (1) the number of features can be substantially reduced; (2) it is possible to transform unseen features into seen features; and (3) feature weights can be estimated more accurately. Take the gene names IL2, IL3, IL4, and IL5 for example. IL2, IL3, IL4 are in the training set, but IL5 is not. If we apply numerical normalization to these terms, they will all be normalized to IL1. Therefore, the number of features corresponding to the first three terms is reduced to a minimum of 1/3. Since IL5 and IL1 are treated alike and share the same weight, this unseen feature becomes a seen feature. According to our analysis, normalization generally increases overall Bio-NER accuracy. Suppose IL2 is annotated as “gene” three times, IL3 is annotated as “gene” six times, and IL4 is annotated as “gene” once and as “compound” once. The annotation of IL4 may confuse machine learning models. After numerical normalization, however, the first three terms are annotated as “gene” ten times and as “compound” only once. Therefore, the feature weights can be correctly estimated.

3.3.2.2. NER: Pattern extraction

The CRFs model only uses the information in the limited context window. It may fail if there are dependencies beyond the context window, for example, an NE may depend on the previous or next NE, or words among these NEs. To alleviate these problems, we apply global patterns composed of NEs and surrounding words. The first step in creating global patterns is applying the aforementioned numerical normalization to all sentences in the training sets. For each pair of sentences in the training set, we apply the Smith-Waterman local alignment algorithm [31] to find the longest common string, which is then added to the candidate pattern pool. During the alignment process, for each position, either of the two inputs that share the same word or NE tag can be counted as a match. The similarity function used in the Smith-Waterman algorithm is:

$$Sim(x, y) = \max \left\{ \begin{array}{ll}
1, & x = y \\
1, & NE(x) = NE(y) \\
0, & \text{otherwise}
\end{array} \right. \quad (s,S)=(1,10)$$
where \( x \) and \( y \) referred to any two compared tokens from the first and second input sentences, respectively. The similarity of two inputs is calculated by the Smith-Waterman algorithm based on a token-level similarity function [37].

Following example illustrates how patterns are extracted from a sentence pair in the training set. Given the following two tagged sentences:

\[
\text{chemical/O interactions/O that/O inhibit/O butyrylcholinesterase/B and/O ...} \\
\text{and} \\
\text{... combinations/O of/O chemicals/O that/O inhibit/O butyrylcholinesterase/B and/O ...}
\]

we will generate the “inhibit <NE> and” pattern. Here, we put the aligned words and tags in bold font. The first and last tokens in a pattern are constrained to be words, sentence beginning or ending symbols. The extracted patterns are composed of a headword, NE type and a tail-word—for example, “headword <NE type> -tail-word.” To test its effectiveness, each pattern is applied to the BioCreAtIvE II Gene Mention data set [30] to correct the NE tags of all sentences. If the pattern’s error ratio exceeds a certain threshold, \( \tau \), it is filtered out.

### 3.3.2.3. NE feature for result identification

After constructing the NER tagger, two NE features, \( f_{NE} \) and \( f_{bNE} \), are designed for result identification. The \( f_{NE} \) feature represents how many NEs co-occur in both the title and the sentence. The formal definition of \( f_{NE} \) can be defined as follows:

\[
f_{NE}(\{NE_{s}\}, \{NE_{t}\}) = \begin{cases} \left| \{NE_{s}\} \cap \{NE_{t}\} \right|, & \{NE_{s}\} \cap \{NE_{t}\} \neq \emptyset \\ 0, & \{NE_{s}\} \cap \{NE_{t}\} = \emptyset \end{cases}
\]

where \( \{NE_{s}\} \) is the set of NEs in the current sentence, and \( \{NE_{t}\} \) is the set of NEs in the title. \( f_{bNE} \) is a special case of \( f_{NE} \), that binarizes the value of \( f_{NE} \) to 1 or 0.

For example, if “PS3” exists in both the title and current sentence twice, the value of \( f_{NE} \) is 2, but the value of \( f_{bNE} \) is 1.

### 3.3.3. Tense feature

Weissberg and Buker [41] suggested that an abstract has five important sections: “Background information”, “Principal activity”, “Methodology”, “Results”, and “Conclusions”. “Background information” and “Principal activity” belong to the “Objective” section; therefore, in general an abstract has four sections [10], namely: “objective”, “method”, “result”, and “conclusion”. Table 1 lists each section with the corresponding tense described by Weissberg and Buker [41]. The “Background information” section, for example, is written in the present tense. We follow this writing convention in the design of the “Tense” feature.

The feature is generated by the following steps. First, we utilize GENIATagger [40] to produce part-of-speech (POS) patterns for each sentence in the abstract. Second, we arrange the POS patterns according to the tenses shown in Table 2. For instance, the POS pattern of the “Past perfect tense” is “VBD->VBN”, where VBD refers to a past tense verb, and VBN refers to a past participle. Finally, for different tense of a sentence, including the “present tense”, “past tense”, “present perfect tense”, “past perfect tense”, or “tentative verbs/modal auxiliaries”, we assign a feature value 1, 2, 3, 4, or 5 to represent them. If the tense doesn’t belong to the aforementioned tenses, the value 0 is assigned.

### 3.3.4. WF feature

The WF feature is designed for evaluating the importance of word unigrams or bigrams in the result section. Two sub-features, the word unigram frequen-
cy (WUF) and word bigram frequency (WBF), are designed, which are similar to the TF-IDF method frequently used for information retrieval [25]. In our work, the importance of a word unigram or bigram is defined as the ratio of its frequency in the result section over its frequency in the other sections.

The frequency ratios of word unigrams or bigrams are calculated based on the training set. For example, in the training set, the unigram “significantly” appears 3,514 times in the result section, but only 36 times in the other sections. Thus, its frequency ratio is 98.99% (3,514 over 3,550). All word unigrams or bigrams with frequency ratios higher than 80% were collected and examined manually by our in-lab biologists. In the Section 4, we will describe the method used to select the threshold in detail. Tables 3 and 4 show the selected top ten important word unigrams and bigrams. With the threshold 80%, we selected fifty-six word unigrams and eighty-seven word bigrams for the word unigram (WU) and word bigram (WB) lists respectively.

Based on the WU and WB lists, the $f_{WUF}$ and $f_{WBF}$ features are defined as follows:

\[
\begin{align*}
    f_{WUF}(\{WU_s\}, \{WU_{List}\}) &= \begin{cases} 
    1, & \{WU_s\} \cap \{WU_{List}\} \neq \phi \\
    0, & \{WU_s\} \cap \{WU_{List}\} = \phi
    \end{cases} \\
    f_{WBF}(\{WB_s\}, \{WB_{List}\}) &= \begin{cases} 
    1, & \{WB_s\} \cap \{WB_{List}\} \neq \phi \\
    0, & \{WB_s\} \cap \{WB_{List}\} = \phi
    \end{cases}
\end{align*}
\]

where $\{WU_s\}$ or $\{WB_s\}$ indicates, respectively, the set of WUs or WBs in the current sentence; and $\{WU_{List}\}$ or $\{WB_{List}\}$ is the set of WUs or WBs in our WU and WB lists, respectively.

Take the sentence “Twenty percent of pre-menopausal women had angiographic CAD versus 31% of postmenopausal women ($p = 0.02$)” as an example. First, stop words are filtered out; seventeen word unigrams are preserved shown in bold font. Then, we calculate the WUF and WBF. If the WU list contains one of the seventeen word unigrams, the feature value will be set to 1; and 0 otherwise. The same approach also applied method on the feature.

4. Results

4.1. The results section identification corpus

Since there are not any publicly available result section identification corpora, we constructed a corpus by the following procedures. First, we compiled a dictionary with dozens of obvious section tags proposed by Hirohata et al. [9]. Secondly, we use keywords, “hypertension” and “hypertension and (gene or DNA or
RNA”), to collect approximately six thousand abstracts from PubMed search service. Thirdly, we automatically remove obvious tags from the collected abstracts. Finally, our in-lab biologists check the result section boundary. Based on the corpus, we randomly selected two-thirds of the abstracts (3,808) as the training set and used remainder (1,903) as the test set to evaluate the performance of our system.

4.2. Experiment measurement

Three measurements, precision, recall, and F-measure, are used to evaluate the performance of our result identification system. The first measurement, precision, is basically to check whether how many predicting answers from CRF output that are matched with correct answers and number of predicting answers as denominator. It is defined as follow:

\[
\text{Precision} = \frac{\text{Prediction Result} \cap \text{True Answers}}{\text{Predicting Result}}
\]

The second measurement is recall is to check whether how many predicting answers are matched with correct answers and number of correct answers as denominator. The formula is in the following.

\[
\text{Recall} = \frac{\text{Prediction Result} \cap \text{True Answers}}{\text{True Answers}}
\]

But we need a formula to combine above formulas because each of those cannot individually ensure effectiveness. For example, recall is higher (95%), but if number of predicting answers are more enormous than number of correct answers, It indicates predicting answers almost cover correct answers, which results in low precision. Therefore, final measurement called F-Measure is a mixed quantitative value is defined as follows:

\[
\text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

4.3. Experiment design and results

We designed nine configurations to evaluate the effectiveness of each proposed feature and the following feature combinations: Position + NE, Position + NE + Tense, Position + NE + Tense + WUF, and Position + NE + Tense + WUF + WBF. Table 5 shows the evaluation results.

First, we consider each feature individually. As you can see in Table 5, the “NE” configuration yielded the lowest recall and F-measure, but the highest precision. We illustrate the reason as follows. When any NE occurs in both the title and the target sentence \(s\), \(s\) is very likely to be classified as part of the results section. Therefore, the NE configuration achieves the highest precision. However, only about 60% of all sentences in the results section contain at least one NE in common with the title; therefore, the NE configuration achieves the lowest recall. The Position and Tense feature both yielded F-measure of approximately 90%, individually. Using only the WUF feature yields the best F-measure, while the WBF feature yields a comparative F-measure and the best precision.

For the feature combinations, the result of the Position + NE feature shows that the NE feature can improve the precision about 6.08% against with the Position feature alone. The combination of the Position, NE and Tense features shows that, without reducing the precision too much, the Tense feature can improve the recall by 5.28% over that of Position + NE only.

In our experiment, the best result was obtained by the combination of the four proposed feature sets, Position + NE + Tense + WUF + WBF. It achieved an F-measure of 97.08% with Precision of 96.63% and Recall of 97.53%. The results show that our proposed feature sets can effectively identify sentences belonging to the result section of an abstract.
Table 5

<table>
<thead>
<tr>
<th>Feature set</th>
<th>P (%)</th>
<th>R (%)</th>
<th>F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>87.08</td>
<td>93.06</td>
<td>89.97</td>
</tr>
<tr>
<td>NE</td>
<td>97.85</td>
<td>60.42</td>
<td>74.71</td>
</tr>
<tr>
<td>Tense</td>
<td>90.94</td>
<td>89.72</td>
<td>89.30</td>
</tr>
<tr>
<td>WUF</td>
<td>94.02</td>
<td>96.31</td>
<td>95.15</td>
</tr>
<tr>
<td>WBF</td>
<td>95.31</td>
<td>90.87</td>
<td>93.30</td>
</tr>
<tr>
<td>Position + NE</td>
<td>93.16</td>
<td>87.01</td>
<td>89.98</td>
</tr>
<tr>
<td>Position + NE + Tense</td>
<td>92.87</td>
<td>92.29</td>
<td>92.58</td>
</tr>
<tr>
<td>Position + NE + Tense + WUF</td>
<td>95.72</td>
<td>97.18</td>
<td>96.45</td>
</tr>
<tr>
<td>Position + NE + Tense + WUF + WBF</td>
<td>96.63</td>
<td>97.53</td>
<td>97.08</td>
</tr>
</tbody>
</table>

4.4. A Online demo service

We have implemented an online service to demonstrate the proposed result identification approach. Figure 2 shows the flowchart of the section identifier.

For a given abstract, if the pre-sectioned check finds that the abstract contains obvious section tags, such as “Objective”, and “Conclusion”, the abstract is immediately divided into paragraphs. The pre-sectioned check uses a list of tag keywords collected by Hirohata et al. [9] to determine whether the abstract is pre-divided. The list keeps increasing every time our biologists or users submit new tags. If the check cannot find any obvious tags, a ML model is employed to section the given abstract.

For the section categorization problem, we first use the CRFs-based NE tagger as described in Section 3.3.2 to recognize NEs. Then a normalization module maps the found gene names to their corresponding Entrez Gene database identifiers using heuristic normalization rules [14,18]. The module relies on a lexicon containing genes and corresponding database identifiers collected from HGNC and Entrez Gene. We have also applied expansion rules to enhance the coverage of the lexicon – for example, FKBP54 is expanded to “FKBP 54” and “FKBP-54”. After the normalization process is completed, successfully normalized gene names are collected into a list, and the abstract is then rechecked for NEs on the list in case the NE tagger missed any instances of the found gene names. The list is then sent to the feature generator to generate NE features.

For the section categorization problem, we applied aforementioned approach to identify the result section; we regard each sentence in an abstract as a token. Each token is associated with a boundary tag, that is the beginning (B), inside (I) or outside (O) of a section, as well as the result section tag, RS, that indicates the result section. Finally, the annotated results are sent to the HTML generator to generate formatted output.

Figures 3 and 4 show examples of section-categorized and uncategorized biomedical abstracts returned by PubMed search. As one can see, even in the categorized abstract, it is difficult to quickly differentiate the results and conclusion sections because the monochromatic text is squeezed together into one long paragraph. Setting each section apart from the others and giving it a bold heading can help researchers to focus immediately on the section of interest. Figure 5 shows the same search results marked by our service. As one can see, setting the result section apart from the others and giving it a bold heading can help researchers to focus immediately on the section of interest.

5. Discussion

Several works [8,23,29,43] have showed that the Position feature is profitable for the result identification task. However, in some cases, the Position feature alone cannot correctly disambiguate the result section. For example, in the training phase, given two abstracts with the same numbers of sentences in total, but the beginning boundary of their result sections are different; one starts from the sixth sentence and the other starts from the forth. In this case, the trained CRFs model will bias on the most frequent collocation of sentence tags and positions observed in the training data. In this section, we firstly discuss the effects of combining the position feature with the proposed three feature sets. Secondly, we explain our approach for threshold selection. Finally, we explain why we chose CRFs as our ML model.

5.1. Feature combination

5.1.1. Combined with the named entity feature

In our test set, the abstract (PMID: 18269635) with the title, “The role of IGF – I and its binding pro-
teins in the development of type 2 diabetes and cardio-
vascular disease”, has six sentences. The last two sen-
tences of the abstract are annotated with the result sec-
tion tag. However, the fifth sentence, “... we have fo-
cused on the potential vasculoprotective effects of both
IGF − I and IGFBP-1”, is identified as the other sec-
tion when only using the position feature. The rea-
son why the sixth sentence misclassified is: six sen-
tences are shared by the result section and the other
sections. On average, one or two sentences may belong
Result Identification For Biomedical Abstract Service

**Title**: Efficient construction of producer cell lines for a SIN lentiviral vector for SCID-X1 gene therapy by concatemeric array transfection.

**Abstract**

Retroviral vectors containing internal promoters, chromatin insulators, and self-inactivating (SIN) LTRs may have significantly reduced genotoxicity relative to the conventional retroviral vectors used in recent, otherwise successful, clinical trials. Large scale production of such vectors is problematic, however, as the introduction of SIN vectors into packaging cells cannot be accomplished with the traditional method of viral transduction. We have derived a set of packaging cell lines for HIV-based lentiviral vectors, and developed a novel concatemeric array transfection technique for the introduction of SIN vector genomes devoid of enhancer and promoter sequences in the LTR. We used this method to...

---

5.1.2. Combined position + NE with the tense feature

In the beginning, we examine what the problem is in the Position + NE combination. Take the biomedical abstract (PubMed ID “16701011”) for example. The abstract is comprised of fourteen sentences. The sentences of the result section are from eight to fourteen. With the Position + NE feature, sentences from six to fourteen are identified as the result section. The sixth and seventh sentences are misidentified. After analyzing sentences of the abstract, we found that the NE feature for both sentence is disabled since they don’t contain any NEs. Therefore, the CRFs model only depends on the Position feature alone, which has the bias problem as aforementioned.
When combined with the Tense feature, the above problem can be solved as follows. The sixth and the seventh sentence mismatches the proposed tense of the result section as described in Section 3.3.3. In addition, although the Tense feature of the twelfth sentence does not belong to that of the result section, this sentence is still classified correctly because the sentence belongs to the tail of the abstract; competing with the Position feature, the Position feature has higher weight than the Tense feature in this case. Therefore, after introducing the Tense feature, the result section is correctly identified.

5.1.3. Combined position + NE + tense with the word frequency feature set

Take the biomedical abstract (PubMed ID “11593574”) as an instance. The abstract consists of eleven sentences. The result section starts from five to eleven. When using Position + NE feature, the fifth sentence is misclassified as the other sections. The reasons why the sentence is misclassified include: 1) the fifth sentence locates in the middle of the abstract. Hence, the Position feature regards it as non-result section, 2) the NE feature cannot work on the fifth sentence since the sentence does not contains any NEs, and 3) the tense feature of the fifth sentence is “present perfect tense” which does not match with the tense of the result section.

Therefore, we introduce the WF feature set. The fifth sentence, “The significant association between EH and D allele of ACE gene was found (P < 0.05)”, contains one word unigram, “0.05” and three word bigrams including “p <”, “0.05)”, and “(p”. In this case, the WUF and WBF are both enabling. Thus, the fifth sentence eventually is classified correctly.

5.2. Threshold selections for the word frequency feature set

A suitable threshold to cut down the word unigram and bigram lists generated by our methods is important. In order to determine the thresholds, we randomly divided two-thirds of the training dataset described in Section 3.1 as the training set, and used the remainder as the development set. And then two experiments are conducted on the datasets, in which we gradually increased the threshold from 60% to 95%, and examined the corresponding F-measure. The thresholds with the highest F-measure are chosen. Figures 6 and 7 show the results.

As you can see a threshold of 80% yields the highest F-measure for selecting the word unigrams and bigrams. The results also show that the lower the threshold is, the higher the recall will be. In contrast, for the precision metric, a lower threshold results in lower precision. The results are in accordance with our intuition.

5.3. Comparing CRFs-based approach with the other ML-based approaches

In this section, we explain why we choose the CRFs as our ML model. One way to solve the section identification problem is to use the classifier-based approaches, such as Support Vector Machines [12] or Maximum Entropy [4]. In these approaches, we can take each sentence as a tag class. For result section identification, we can use the training data to train a binary classifier and apply it to determine whether each sentence belongs to result section. However, there are some problems in
Table 6

The evaluation results: P denotes Precision, R denotes Recall and F denotes F-measure.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>P (%)</th>
<th>R (%)</th>
<th>F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>91.19</td>
<td>89.91</td>
<td>90.55</td>
</tr>
<tr>
<td>Position + NE</td>
<td>91.19</td>
<td>89.91</td>
<td>90.55</td>
</tr>
<tr>
<td>Position + NE + Tense</td>
<td>91.61</td>
<td>92.04</td>
<td>91.82</td>
</tr>
<tr>
<td>Position + NE + Tense + WUF</td>
<td>91.29</td>
<td>91.21</td>
<td>91.25</td>
</tr>
<tr>
<td>Position + NE + Tense + WUF + WBF</td>
<td>93.52</td>
<td>94.73</td>
<td>94.12</td>
</tr>
</tbody>
</table>

Fig. 7. Selecting word bigrams.

this approach. The most obvious flaw is that using a binary classifier to process all the sentences in an abstract causes the identified result to become segmented into many pieces. Therefore, we need a classifier that can assign a class to each sentence in sequence.

The left-to-right classifier may resolve this problem. When classifying each sentence we can rely on features from the current sentence, and the output of the classifier from previous sentence. While this technique seems to solve the problem, it makes a hard decision about each sentence before moving on to the next sentence. Hence, the classifier is unable to use information from subsequent sentences.

The Maximum Entropy Markov Model (MEMM) [17] is an augmentation of the basic ME model that incorporates the Viterbi algorithm into ME. MEMM addresses the problem of Hidden Markov Models (HMM) [45] in that HMM lies in data sparseness problem and it inappropriately uses a generative joint model to solve a conditional problem as described by Tsai et al. [38]. However, MEMM still has a label bias problem: the Markov assumptions make the transitions of MEMM leaving a given state compete only against each other, rather than against all other transitions in the model [13, 38]. Therefore, we use the CRFs model introduced by Lafferty et al. [13] to avoid the label bias problem and propose the formulation describing in Section 3.1 to transform the section identification problem into a sequential tagging problem which can be solved by CRFs.

For comparing other classifier with CRF used in this work, we utilized the same corpus described in Section 3.1 to made five experiments (Position, Position + NE, Position + NE + Tense, Position + NE + Tense + WUF, and Position + NE + Tense + WUF + WBF) using SVM. The proposed feature sets with SVM achieve F-measure, precision, and recall of 94.12%, 93.52% and 94.73%, respectively. Hence, we can see that the performance of CRF is better than that of SVM in F-measure (2.96%), precision (3.11%), and recall (2.8%). The detail of the five experiments is depicted in Table 6.

Based on these analysis, we choose the CRFs model proposed by Lafferty et al. [13] to tackle the section classification task which can avoid the label bias problem. Accordingly, we propose the formulation described in Section 3.1 to transform the section identification problem into a sequential tagging problem [2] that can be solved by the CRFs model.

5.4. The effectiveness of new feature sets

In order to clarify the effectiveness of additional feature sets, we have provided the numbers of true posi-
tive (TP), false positive (FP), and false negative (FN) cases in each configuration as follows. According to our analysis, the new errors introduced by adding a new feature come from instances in which the newly feature is disabled. Take the sentence “Arterial pressure did not differ between treated and non-treated animals” for example. It is originally correctly classified while after introducing the NE feature, it is misclassified. This is because there is no NE in it and therefore, its NE feature is disabled.

6. Conclusion

In this paper, we proposed to use the CRFs machine learning model with four feature sets to deal with the result identification problem. Several experiments are conducted to analyze the characteristics of the individual and the combination of the proposed feature sets. Our experiment results show that 1) the NE information of the title can be interpreted as features to improve the precision, 2) carefully selected word unigrams and bigrams can be a useful information to enhance both the precision and recall, and 3) the tense of a sentence can be encoded as features to improve the overall performance.

In the future work, we plan to (1) find out stable feature sets which are general enough for cross domain abstracts (not just biomedical fields), and (2) improve our approach to recognize all sections in a given abstract including the “objective” and “methods” section.
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