CAREER: Human-Backed Access Technology: Enabling Accessibility Tools to Fall Back to Humans

The past decades have seen the development of wonderful new computing technology for disabled people serving as sensors onto an inaccessible world. As examples, optical character recognition makes printed text available to blind people, speech recognition makes spoken language available to deaf people, and GPS technology helps keep people with cognitive impairments on track. Unfortunately, such promising technology is often severely under-utilized due to persistent errors and limited scope. When existing strategies and technology fail, disabled people often ask friends for help, which reduces independence since help is not always available.

The PI’s concept of human-backed access technology allows automatic technology to quickly incorporate human-powered services to make access technology more reliable and cover a wider set of problems today. Two converging trends make this feasible: (i) mobile devices with a plethora of sensors and high-bandwidth connections are now mainstream, and (ii) large pools of human workers are always available through micro-task marketplaces (such as Amazon’s Mechanical Turk), on social networks (Facebook, Twitter, etc.), and via their own connected mobile devices.

The proposed research encompasses the user-centered, value-sensitive design of tools to facilitate human-backed access technology and a scientific investigation of these tools grounded in three new applications for blind, deaf and hard-of-hearing people – VizWiz for answering visual questions, AudioWiz for interacting with sound, and quick-Social Accessibility for improving the accessibility of the web. These tools will be made possible by HumanAccess, a new tool for connecting disabled people to human workers, friends, and volunteers able to answer questions quickly and accurately. The tools will be evaluated in longitudinal studies deployed to users in situ.

The synergistic education plan includes (i) the development of a new Ph.D. course on intelligent access technology, and (ii) innovative new summer programs for deaf and blind students in grades 7-12. The accessible curriculum will afford students the opportunity to build human-backed technology and to create interfaces that they can use to support others with different disabilities. These programs will be run in conjunction with the existing Youth Slam and TechGirlz programs for high school students run by the National Federation of the Blind and the National Technical Institute for the Deaf. Undergraduate computer scientists will help develop and teach the course, providing a unique chance to learn about accessible computing. The accessible curriculum for both courses, as well as captioned lecture videos, will be made available for free on the web.

Intellectual Merit: Human-backed access technology represents a new paradigm in human-computer interaction in which intelligent tools designed to support people with disabilities are explicitly backed-up by humans. Formative user studies will inform the initial design of human-backed access technology and generate design guidelines cognizant of the human values of users. The HumanAccess tool will enable other researchers to explore human-backed access technology in their research, and facilitate three new applications to be deployed in situ with blind, deaf, and hard-of-hearing users to validate and improve human-backed access technology over the long term.

Broader Impacts: This proposal addresses a primary shortcoming of current access technology and consequently may afford greater independence for disabled people. The research products may have applications in other domains that utilize error-prone automatic processes, such as automated personal assistants or video tagging. The integrated education plan introduces students in grades 7-12, undergraduate students, and Ph.D. students to accessible computing through innovative summer programs and new curriculum. Introducing blind and deaf high school students to computing in a supportive environment may encourage some to pursue a career in computing.
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CAREER: Human-Backed Access Technology¹:
Enabling Accessibility Tools to Fall Back to Humans

1. Project Overview

The past few decades have seen the development of wonderful new computing technology that serves as sensors onto an inaccessible world for disabled people – as examples, optical character recognition (OCR) makes printed text available to blind people [52, 64], speech recognition makes spoken language available to deaf people [81, 82, 96], and way-finding systems help keep people with cognitive impairments on track [68, 69]. Despite advances, this technology remains both too prone to errors and too limited in the scope of problems it can reliably solve to address the problems faced by disabled people in their everyday lives [55, 58, 96, 97].

Some technology has made it out to people, but still has high error rates in real situations. For example, OCR seems like a solved problem until it fails to decipher the text on a road sign captured by a cell phone camera [71], object recognition works reasonably well until the camera is held by a blind person [14, 55, 85], and the laudable 99% accuracy reported by commercial automatic speech recognition systems [38] falls off precipitously on casual conversation or any time it hasn’t been trained for the speaker [96]. Even the automatic techniques used by the screen reading software to convey the contents of the computer screen to blind people are error-prone, unreliable, and, therefore, confusing [23, 24, 59], leading them to be used by only technically-savvy blind people [89]. When access technology is unreliable, it is abandoned [37, 46, 79].

This proposal is about the idea that access technology tools would be more reliable if human workers, volunteers, and friends could quickly back up fragile automatic techniques. This approach is directly inspired by how many disabled people already solve problems when their existing strategies fail: ask a friend for assistance [11, 55]. Unfortunately, someone isn’t always there to help and asking frequently can make one feel like a burden. Some paid expert services are available, such as captioning services, but they can be expensive and must be arranged in advance. Consequently, they are generally inappropriate for the few seconds of help required to fill in the gaps of existing technology. A blind participant in one of our studies said [55]: “I get so frustrated when I need sighted help and no one is there.” If access tools were backed up by always-available human-powered services, technology could be more reliable and more useful.

The idea of backing up access technology with humans has been previously articulated [25, 35, 99, 100], but two recent trends have made it practical. First, mainstream mobile phones with low-latency, hand-bandwidth connections and a wealth of sensors (camera, microphone, GPS, etc.) have become commonplace, obviating the need for special hardware and making communication on-the-go faster [94]. Second, marketplaces for small jobs like Mechanical Turk [3] and social networks like Facebook [42] and Twitter [93] have grown in popularity [43] providing large pools of potential workers already connected and available in nearly real-time, which companies are already using [36]. A core component of the proposed research is a scientific investigation into how workers, friends, and volunteers can be recruited to answer the questions of disabled users while respecting the values and expectations of the requesters [44].

¹ Although assistive technology is more often used to describe technology designed for people with disabilities, I choose to use access technology because it emphasizes technology’s role in facilitating access and de-emphasizes the notion that otherwise capable people are reliant on the technology’s assistance.
**Human-backed access technology** is my concept for a new approach to developing access technology encompassing the idea that falling back to humans can create more reliable and more useful technology for people with disabilities. The concept will be developed according to the value-sensitive design methodology to proactively consider the human values of people with disabilities [44]. Consideration of the desires, concerns, and biases of users is particularly important when designing technology for people with disabilities who are confronted with a nearly endless parade of expensive near solutions. Successful integration of access technology requires consideration of the meaning assigned to devices, user expectations, anticipated social costs, and an understanding of its role in the whole person [77]. To maintain scope, this proposal explores human-backed access technology grounded in technology for blind, deaf, and hard-of-hearing people, but the idea is broadly applicable to other groups.

The four **research objectives** of this proposal are:

1. **Formative user studies** using qualitative methods to inform the value-sensitive design of human-backed access technology and generate initial user-driven design guidelines;
2. **Invention and iterative improvement of HumanAccess**, a software library tool encompassing our generated design guidelines enabling anyone to include human workers as part of automatic technology;
3. **Design and implementation of three applications (VizWiz, AudioWiz, and quick-Social Accessibility)** that use the human-backed access technology approach to improve access to visual, audio, and web information, respectively; and
4. **Longitudinal studies** of the three applications in situ to inform the iterative improvement of the guidelines and the HumanAccess tool, grounded in real technology and experiences.

These objectives are steps along the way to validating the human-backed access technology concept and producing guidelines and tools useful to other researchers and developers.

The integrated **education objectives** include (i) developing summer programs for students who are blind and deaf that offer an introduction to computer science through innovative curriculum focused on human-backed access technology, (ii) involving computer science undergraduate students in the design and operation of the summer programs to give them an appreciate for accessible computing and pedagogy, and (iii) a new course on intelligent access technology for Ph.D. students and advanced undergraduates, serving as a bridge connecting my department’s strength in artificial intelligence to HCI and accessible computing.

Throughout my career, I have integrated research, teaching, and outreach. At the University of Washington, I served as a teaching assistant for five quarters, volunteered as a tutor for introductory courses throughout my grad career, and participated in numerous outreach events. I developed the curriculum for the computer science track at the National Federation of the Blind (NFB) Youth Slam in 2007 and 2009, and led a group of four undergraduates in teaching a class for 15 blind high school students [9]. At the University of Rochester, I currently support 4 Ph.D. students (3 women), 1 masters student, and 5 undergraduates (1 woman). I created a new course (CSC 210: Web Programming) that proved the most popular non-introductory course in the department and received a rating of 4.4/5.0. I am unsatisfied to let technology sit on the shelf, and released the WebAnywhere [12, 22] non-visual web browser and reading tool. More than 1500 people currently use it each week. I expect the tools and applications developed as part of my research plan to similarly be useful for people with disabilities and I commit to releasing them as free downloads. Releasing technology builds living laboratories that afford a perspective much farther in the lifecycle of technology than most research ever goes, an aspect of WebAnywhere from which I have taken full advantage [12, 20, 21, 54, 65]. A CAREER award will allow me to continue my established pattern of **integrated research, education and outreach**.
2. Use Scenarios

The following scenarios are idealized examples that illustrate how people may use the applications that I will create and facilitate my investigation of human-backed access technology:

1. **How a blind person might use human-backed access technology as part of VizWiz:**
Rachel is a blind woman staying at a hotel away from home who would like to go out to dinner at a nearby restaurant. She uses her iPhone with the VoiceOver screen reader to find a nearby restaurant based on her current location. She then accesses another web service to retrieve a walking map, and, once outside of the hotel, her phone uses the map and GPS to help keep her on track toward the restaurant. When she arrives at where the restaurant should be, the doors that she tries to open are locked. Her phone helps her take several pictures of the surrounding area and then she records herself asking, “I am trying to find the door to the Volterra restaurant, is it here?” This request is sent to a human-powered visual guide service and within a minute she receives the following answer: “A sign in the window says that the restaurant is closed.” Rachel uses location-based search to find a second restaurant, and then repeats the navigation process. She arrives at the second restaurant, sits down at a table and is handed a menu. Her phone interactively helps her align the menu's text in its camera, and then ships an image of it to a remote OCR service. Unfortunately, the menu is written in a script font that cannot be recognized automatically, so a message comes back informing Rachel that her request has been forwarded to a human-powered service. Within a minute, she begins receiving the transcribed restaurant menu, which she can read in her desired modality. When she is done with her meal, she asks for a list of only the deserts, and the human-powered service is able to comply.

2. **How a deaf person might use human-backed access technology as part of AudioWiz:**
Jennifer, a deaf professor of computer science, is helping to run a visit day for perspective graduate students. When they arrive at the student center, she wants to encourage interactions between the students and faculty. She senses that the students are not interacting fluidly, and so she consults AudioWiz. An automatic service shows that the room is very noisy. She types the question, “What’s the loud noise?” and is told that very loud music is playing. She asks the person in charge to turn it down. As the students are beginning to head to their first activity, Jennifer finds herself in a group of her peers who are talking about meeting later to catch-up after the first day. Jennifer can read lips with concentration but gets distracted as the students bustle about her and misses what time they say they’ll be meeting. When she realizes this a few seconds later, the group has disbanded, rushing off with different groups of students, so Jennifer has AudioWiz transcribe the last 30 seconds of audio. While automatic speech recognition is unable to decipher the speech given the background noise, a human worker tells her that the plan is to meet at the local coffee shop at 5pm. On her way home that night, Jennifer has car trouble. She uses AudioWiz to obtain a description of the sounds her car is making as “an engine running, but stalling periodically.” From the description, Amanda recognizes the problem as the same one she had a month ago before a mechanic installed a new alternator. Instead of calling and paying for a tow, she uses a relay service to call the mechanic, who tows her car for free since his work is still under warranty.

These examples are idealized, but they are illustrative of the enumerable ways in which we use our senses in interacting with our everyday environment and how, with a little backing from humans, automatic services can become much more useful and reliable. To allow us to primarily focus on the novel components of human-backed access technology, we will reuse our own existing frameworks and those of our industrial supporters for the automatic services (Section 5).
3. My Work on Human-Backed Access Technology

My prior work on human-backed access technology is comprised of a number of prototypes [8, 13, 18, 54, 55, 85] and research studies [10, 11, 55] that collectively serve as a valuable precursor to my proposed research plan. This work has provided ample motivation and support for the general thesis of this proposal: access technology can be made more reliable and useful when backed-up by human supporters. To effectively create, explore, and build human-backed access technology, researchers and developers need (i) tools to allow human supporters to easily be incorporated into their own software and (ii) effective design guidelines for incorporating human-powered services while respecting the human values and expectations of users.

Much of my prior work has concerned improving web access for blind people. WebInSight for Images [15] assigns descriptions to images first using automatic techniques but then falls back to human labelers via the ESP Game [1]. My Accessmonkey system allows end users to improve the accessibility of the web pages that they visit, and introduced the idea that people with disabilities

![Diagram of VizWiz client](image)
could help one another improve the accessibility of their own web experiences [8, 17]. The Social Accessibility Project at IBM has improved and expanded on this idea [60, 88, 89]. As part of this proposal, IBM has agreed to continue our collaboration [59] by providing access to their Social Accessibility tools so that we can integrate faster responses from human supporters.

3.1 VizWiz: Nearly Real-time Answers to Visual Questions

Recently, I have explored human-backed access technology for blind and low-vision people. VizWiz is a mobile application that I developed that enables blind people to take a picture, speak a question, and quickly receive answers from human workers (Figure 1). Correct answers can be received in less than 30 seconds on average from Mechanical Turk and for an average cost of just $0.07 per question [55]. Recent prototypes integrate with new sources of answers, such as social networks (Facebook and Twitter) and ones’ own personal contacts (via email and picture text messages). These components provide valuable experience and a starting point for the HumanAccess tool (Section 5.2).

In a one-week field deployment of VizWiz with 11 blind people, we gained insight into what blind people may truly want to know about their visual environments, unconstrained by what our technology could recognize automatically – they wanted to know about a lot more than just color and text! As examples, they wanted to know if their clothes matched, what setting their appliances were on, and whether there were empty picnic tables across the park. Participants also asked VizWiz questions to which they likely already knew the answer (what object am I holding) or which replicated the functionality of their existing technology (what does this text say), in what were likely novelty effects. Participants began to reveal their expectations of human-backed access technology. In particular, participants knew that their questions were being answered by people and often wanted to enter into a dialog with the answerer. For a variety of reasons related to the technology and the reliability of each individual worker, this is difficult to achieve, but is an example of a human value important to users that may come out of our broader investigation.

The deployment revealed problems inherent in having blind people take photographs, which we are addressing with a suite of tools that help blind people take photographs called EasySnap [85]. Although still preliminary work, we have implemented powerful computer vision techniques right on the phone that work with the capabilities of blind people to help blind people take good pictures of almost anything from their existing iPhones. We have also created an initial prototype of AudioWiz, which acts as an analogous sensor onto the world for deaf and hard-of-hearing people. AudioWiz explores the concept of retroactive accessibility [54] – that is, it can help solve access problems after they occur. It does this by keeping a recording of the last 30 seconds of audio that it has heard, and only processing it when the user chooses.

The original VizWiz application received answers quickly from Mechanical Turk using a tool that I developed called quikTurkit, which serves as an abstraction layer on top of the TurKit Mechanical Turk API [67] and a precursor to HumanAccess. quikTurkit achieves low latency answers by queuing workers before they are needed, and, to my knowledge, is the first tool to
**target nearly real-time human-powered services.** Figure 2 illustrates the components of the total time for a single worker to answer a question. The time equals the sum of the time for the worker to find the posted task \( t_r \) plus the time to answer each of \( n \) questions \( t_1 + \ldots + t_n \). Workers complete multiple tasks so that each worker is engaged longer, ideally until a new question arrives. To use quikTurkit, requesters create their own web site on which Mechanical Turk workers answer questions. Interfaces should allow multiple questions to be asked so that workers can be engaged answering other questions until they are needed. As each answer is submitted (points labeled \( R \) in Figure 2), the web site returns the question with the fewest answers for the worker to complete next, enabling new questions to jump to the front of the queue. If a worker is already engaged when the \( k^{th} \) question is asked, then the time to recruit workers \( t_r \) is eliminated and the expected wait time for that worker is \( t_{\text{t}(k-1)}/2 \). Recruiting multiple workers increases the likelihood that a worker will already be engaged when a new job becomes available.

quikTurkit lets client applications signal when new work will likely be coming for workers to complete, and quikTurkit can then begin **recruiting workers before they are needed**, keeping them busy solving previously-asked questions. VizWiz signals quikTurkit when users begin taking a picture. The lead time of the signal is effectively removed from the recruitment delay \( t_r \). quikTurkit can also keep a pool of workers of a given size continuously engaged and waiting, although workers must be paid to wait. In practice, keeping 10 or more workers in the pool is doable, although costly. *HumanAccess*, will recruit workers from new sources and some lessons may transfer (like pre-recruiting workers and keeping workers busy with old jobs until they are needed). Nevertheless, we will need to adapt and invent new strategies for the new services.

**4. Related Work**

The idea of human-backed access technology is inspired by my observations of the current failures of access technology [10, 55] and how disabled people compensate when their usual strategies (or technology) break down [11, 23, 55] – generally by **asking a friend or family member** for help. For instance, when blind people are unable to solve a CAPTCHA, they may ask for sighted assistance [10, 86]. They may send a photo of themselves to a friend before an important job interview [55]. Wizard-of-Oz studies are commonly used to validate new technology and interactions before they are implemented [72]; human-backed access technology is a type of **deployable Wizard-of-Oz**. Human-backed access technology mechanizes the process by integrating both automatic and human-powered services together so that disabled people are not reliant on the availability of specific friends or family or made to feel like a burden on others.

A dizzying array of **automatic access technology** has been developed for people with disabilities. For example, speech recognition is steadily improving, [38, 41, 74] and is now able to achieve high accuracy for speakers on which it has been trained in quiet environments. However, its quality varies substantially for arbitrary speakers or those in noisy environments [82]. Detecting specific sounds, such as gun shots, explosions, and cars braking, is a well-studied area with applications in the military, safety and rating films [27, 33] and such sounds can be easy to detect in the right context [5]. Music and drum sequences can be matched with known artists [4, 73, 83]. Sounds like barking dogs, a smashing glass bottle, a window fan, a car engine, a doorbell, a door closing, water running, and a whistling tea kettle can be detected by specialized products [34]. One user said, “Sometimes there are false alarms caused by noisy goings-on in the kitchen which signal the doorbell. It is easy to see if it is a false alarm - I only have to look at [my dog],” illustrating her current strategy for coping with a specific error. On the vision side, object recognition automatically identifies specific objects [47, 53] and photo-based question answering [98] can answer questions in reference to a photograph. Automatic tools have made compelling
progress, but remain far from being able to answer arbitrary visual or aural questions. When tools can optionally include human-powered services, automatic processes can be made more reliable. Disabled people can also ask what they really want to know, instead of adapting their question to the capabilities of the device—instead of receiving the entire text of a menu from an OCR program, they could ask, “How much is the cheapest hamburger?” or instead of receiving a transcription of a minute-long conversation, they could ask “What time is the meeting?” Human-backed access technology can answer a wide variety of naturally-phrased questions.

**Mobile devices for blind, deaf, and hard-of-hearing people.** Initially, mainstream cell phones were either not accessible to blind people or required expensive add-on screen reading software, but both the Android platform and iPhones now come with free screen readers. The tight integration of the iPhone’s VoiceOver software has led it to be particularly popular [40, 95]. Touchscreen devices like the iPhone were once assumed to be inaccessible to blind users, but my prior work showed that well-designed, multitouch interfaces that leverage the spatial layout of the screen and can actually be preferred by blind people [57]. Telephones were also initially inaccessible to deaf people, but the invention of the TTY changed the way people within the deaf community contacted and communicated with each other [56, 66]. Pagers and text messaging on mobile phones added mobility to the communications of deaf and hard of hearing people, and largely ended the era of the TTY [48, 56, 80]. Prior work has explored how real-time sign language can be achieved on today’s cellphone networks [28, 32], and marketing for the new iPhone 4 used sign language communication to highlight its new FaceTime video calling feature.

Access applications for **general-purpose smartphones** are replacing special-purpose access devices, but people with disabilities still carry a number of such devices. Blind people may carry GPS-powered navigation aids, barcode readers, light detectors, color identifiers, text recognizer and compasses [52, 57, 58, 64, 70, 97]. The Sidekick II released in 2008 supports the monitoring of doorbells, telephones, smoke detectors and fire alarms and will alert users of a visitor, phone call, or danger [92]. Other phones simply detect loud noises, such as a baby crying or an alarm [61]. People may own many such devices but carry only a few because of the limited scope and added bulk of each device [55, 58]. Although most mobile tools are still implemented as local software running on the mobile device, more applications are starting to access powerful remote services, such as OCR [91] and contextually relevant navigation information [45]. These popular services suggest that people are becoming familiar with outsourcing questions to remote services.

A few examples of **human-backed access technology** already exist. Scribe4Me retroactively transmits audio to on-hand transcribers who describe and transcribe sounds [90]. In a two-week field study of Scribe4Me, deaf participants used Scribe4Me to describe the speech and audio around them and found it useful as an unobtrusive way to participate in the semi-public speech of informal conversations and to compensate for missing information in lip reading. Participants also used Scribe4Me to satisfy their curiosity, leveling the field with hearing people. They used it to “listen” to a new accessible crosswalk sign and catch the scores from the game on a friend’s car radio. Participants saw the value in Scribe4Me, but highlighted the following key limitations that diminished both its practical utility and usefulness for exploring the interactions it enables:

1. **Descriptions took 3-5 minutes:** Descriptions were delayed because of slow cellular networks and a limited pool of transcribers. One participant said, “Three to five minutes [delay] leaves one as an observer rather than an active participant.”
2. **Lack of context:** Without context, it was often difficult for transcribers to figure out what was being said and what information would most likely be useful.
3. **An inflexible interface:** Users were not actively involved in the transcribing process, and, therefore, transcriptions often missed the information users desired—such as a speaker’s emotion, the ambient audio, or a transcription of the right person.
The design of the HumanAccess tool will address these concerns, as informed by user studies with blind, deaf, and hard-of-hearing participants. Human-backed access technology will be faster in part simply because of the high-speed network connections now available, but also because we will recruit from larger pools of non-expert workers, split tasks into multiple pieces, and recruit multiple workers to work on the same problem. I will also apply the lessons learned from VizWiz for recruiting workers quickly. Finally, the proposed applications will balance automatic and human-powered services in order to get answers back much more quickly when the automatic services work, while maintaining the reliability of humans. Scribe4Me highlighted interesting privacy and usability concerns, illustrating the need for unobtrusive techniques for users to alert those nearby of recording and transcribing and to ignore the device when social norms dictate discrete or delayed use (such as in class or in church). We will explore how and when a user's own social network (via Facebook, Twitter, video text messaging, or email) might be a better source of answers, and how to expose such choices to users.

Human-backed access technology builds from prior work in using human computation, specifically work designed to improve accessibility. The ESP Game was originally motivated (in part) by a desire to provide descriptions of web images for blind people [1]. Mechanical Turk makes outsourcing small paid jobs practical [3] and has been used for many purposes, including large user studies [63], labeling image data sets [87], and determining political sentiments in blog snippets [51]. Amazon Remembers inputs pictures and outputs products sold by Amazon [2]. It likely outsources some questions to Mechanical Turk. The TurKit library on which our quickTurkit is built lets programmers easily employ multiple turkers using common programming paradigms [67]. To my knowledge, quickTurkit (Section 4.2) is one of the first examples of non-expert human computation that operates in nearly real-time (less than a minute) [55].

In contrast, most human-powered services are provided with an expectation of delay. ChaCha and KGB employees answer questions asked via the phone or by text message in just a few minutes [31, 62]. Soylent “embeds” human workers into a word processor to help with editing tasks (which generally have a latency of 20 minutes) [6]. Solona started as a CAPTCHA solving service, but its popular RAIVE service now lets registered blind people submit any image for description [86]. According to its website, “Users normally receive a response within 30 minutes.” Prior work has explored how people ask and answer questions on their existing online social networks [75], observing that answers often came back within a few minutes. The “Social Search Engine” Aardvark supports asking one’s social network questions, and similarly advertises that answers come back “within a few minutes.” [49]. Paid expert services can operate in nearly real-time, like the relay services used by deaf and hard of hearing people, but must be arranged in advance and therefore inappropriate for short interactions on demand [80].

The Social Accessibility project connects blind web users who experience web accessibility problems to volunteers who can help resolve them via a web browser plug-in, but 75% of requests remain unsolved after a day [60, 88, 89]. Problems are eventually fixed but generally only after the requesting user has moved on to something else; we will develop the quick-Social Accessibility application (Section 5.3.3) to work with the existing Social Accessibility framework to improve web accessibility problems quickly so that users could benefit during their current browsing session. User studies with this technology will investigate the trade-offs that users make when choosing between services that vary in latency, accuracy, anonymity, and cost.

Prior work is limited by its reliance on specific groups and specific people, and the resulting services can be slow, expensive, or not always available. A challenge for the human-backed access technology approach is to incorporate non-expert human workers, volunteers and friends while maintaining a high-quality level of service in line with the values of potential users.
5. Research Plan: Tools for Human-Backed Access Technology

The proposed research can be divided into four overlapping activities: (i) formative studies using qualitative methods to investigate attitudes regarding human-backed access technology, identify strategies used to overcome problems with current technology, and develop initial design guidelines for human-backed access technology; (ii) invention, development, and validation of the HumanAccess tool for recruiting human workers, friends, and volunteers in nearly real-time from existing microtask marketplaces, social networks, and personal contacts; (iii) user-centered design of three new applications to improve access to visual, auditory, and web information (VizWiz, AudioWiz, and quik-Social Accessibility); and (iv) longitudinal studies to evaluate the new applications in situ, inform further iterative improvement, and validate our approach.

5.1 Formative Studies

Fundamental to the success of the concept of human-backed access technology is understanding how users interact with technology backed by humans; whether or not the inherent latency, privacy concerns, and human unpredictability can be mitigated; and how users envision this technology fitting into their existing lifestyle, work, and social patterns [7]. Access technologies that are perceived as poor fits with user needs, as too complex, or as requiring too much configuration or maintenance experience high abandonment rates [37, 46].

Formative studies consisting of unstructured interviews and focus groups with disabled people will be conducted in the initial design stages for each application that will next be developed. The goal will be to gain early feedback on how potential users imagine interacting with each application, what they view as the primary concerns with it, and their expectations concerning it. Focus groups will be grounded in real prototypes when feasible in order to afford a greater appreciation of both expectations and the capabilities truly afforded by the new tools. For instance, VizWiz users desired support for greater interactivity than we initially provided and expected answers to be returned in no more than a couple of minutes. They were less concerned about privacy, but they did want the information about who they were sharing their images with and what exactly they were sharing to be transparently available. This initial formative work will help to identify these issues before they are codified into the technology and prototype applications. Following the formative sessions, we will employ a user-centered design process to iteratively improve HumanAccess, the three applications, and our design guidelines.

5.2 HumanAccess: A Tool for Human-Backed Access Technology

HumanAccess is the software tool that we will develop in order to facilitate human-backed access technology in other applications. It will consist of the following three primary components: (i) a remote service coordinating nearly real-time response from workers, volunteers, and friends on existing services like Mechanical Turk, social networking sites like Facebook and Twitter, and personal contacts via email and picture text messaging; (ii) a framework for managing a flexible pool of automatic description services encompassing such technology as automatic speech recognition, OCR, and other services; and, finally, (iii) mediation services which coordinate automatic and human-powered services to generate descriptions for users. The mediation service will help balance the expected speed, cost, and privacy advantages of the automatic services with the expected accuracy and scope advantage of the human services.

Although HumanAccess serves a similar role as quikTurkit (Section 4.2), it differs as follows: First, HumanAccess will facilitate the transparent user-driven switching between multiple human answer providers, whereas quikTurkit only interfaced with Mechanical Turk. Second, HumanAccess will support the mediation and mixed-initiative [50] inclusion of automatic services for answers with human-powered services. HumanAccess will be developed with explicit
consideration of human values as informed by both the already mentioned formative studies and feedback from longitudinal studies of specific applications (Section 5.3.3). For instance, it may be reasonable to think that users would prefer assistance from their “friends” on their social networks, but they may instead prefer the relative anonymity that paid services afford. Friends and family might offer the best assistance, but users may hesitate to ask them for help frequently. *HumanAccess* will facilitate our scientific investigation of these issues.

### 5.3 Example Applications

To validate the concept of human-backed access technology in the everyday lives of disabled people, we will design, develop, and iteratively improve three new applications using the *HumanAccess* library. Importantly, we will build from our existing infrastructure and technology developed by our industrial partners to maximally leverage our effort on developing and validating the concept of human-backed access technology, while using their expertise for the included automatic services. These applications will be developed for appropriate platforms – we will initially focus on the iPhone platform for the two mobile applications because of their built-in, integrated accessibility features and prevalence among blind and deaf smartphone users [95]. For the web, we will target the Firefox and Internet Explorer web browsers because they are popular among blind people and Social Accessibility is currently available for these browsers. We will use an iterative user-centered design process to develop each application.

#### 5.3.1 Answering Visual Questions for Blind and Low-Vision People

The first application that we will develop will be an extension of the existing VizWiz application (Section 3). It will differ from the existing application substantially, in that it will employ the full range of human services provided by *HumanAccess* and incorporate automatic services, such as OCR, color recognition, and object recognition. This will allow us to design mixed-initiative interfaces [50] and study how blind people mediate between and interact with automatic and human-powered services. We will also include greater assistance to blind people taking pictures by integrating picture-taking guidance from EasySnap [85], and may explore asking questions via video as a supplement to pictures. Video has the potential to support interactive feedback and richer information for human workers, but may introduce latency concerns. Interactive video in which users and human workers are paired is particularly attractive, but its straightforward application requires strong assumptions about reliability and speed of human workers. Importantly, by leveraging our existing framework, we can begin exploring these issues quickly while still grounding our explorations in the everyday lives real users.

#### 5.3.2 Retroactive Audio Transcriptions for Deaf and Hard of Hearing People

The second application that we will create will be AudioWiz, a mobile retroactive tool for deaf and hard of hearing people to use to interpret their audio environments. This tool is similar in concept to Scribe4Me [90], but will be designed for low-latency transcription and description enabled by (i) new sources of workers from *HumanAccess*, (ii) the incorporation of automatic services, and (iii) the faster network connections available today. We will work with deaf and hard-of-hearing people to design interfaces that enable them to send appropriate context and also to interact with the human workers who may be answering their questions. Transcribing sound introduces new potential causes of latency because it requires sequential playback – to mitigate
these problems, we will design and evaluate techniques for recruiting multiple workers to work on a single transcription task. AudioWiz will leverage existing techniques for detecting and recognizing audio events, and we may develop new automatic detectors based on observed usage [78] in order to inform users about their environments (Figure 3). AT&T will provide automatic audio services, including speech recognition and general audio interpretation (see included letter).

5.3.3 Improving Web Accessibility

Despite over a decade of web standards, developer tools and education, and automated techniques designed to make the web more accessible, much of the web remains inaccessible and difficult to use for blind people [11]. Problems have worsened as end users have started contributing more content, including pictures usually uploaded without a text alternative [15]. As a pragmatic solution, I and others have built tools that enable anyone to improve anyone’s web content [17, 89]. The Social Accessibility tool from IBM Japan, targeted at improving access for blind web users, is a particularly mature example of this approach. Although thousands of web pages have been improved using the Social Accessibility approach, users still experience significant delays (hours or days) before their problems are fixed because of a limited pool of workers [88, 89]. We will design, implement, and evaluation *quik-Social Accessibility*, an extension to Social Accessibility that will use *HumanAccess* to improve the web quickly.

*quik-Social Accessibility* will include automatic services, initially drawn from my prior work on image description [15], heading labeling [26], and dynamic updates [24]. It will also use *HumanAccess* to recruit workers when these services fail. Importantly, we will use the existing Social Accessibility framework (see included letter), implemented and supported by IBM, which will enable us to focus on designing and evaluating human-backed access technology for this domain. An example challenge that we will need to address is creating intuitive interfaces for non-expert workers to improve web accessibility problems. Enabling web accessibility problems to be fixed quickly will dramatically improve web utility for people with disabilities.

![Figure 3: Proposed AudioWiz Application and HumanAccess framework.](image)
5.4 Deployment and Longitudinal Studies

Following an iterative user-centered design process, the three applications will each be deployed to 20 blind, deaf, or hard-of-hearing people (as appropriate) over three months as part of a longitudinal study to learn how they are used in the everyday lives of target users. As the applications are refined, they will also be released on appropriate application stores so that anyone may try them – in doing so, we will expand our pool of participants and explore the iterative improvement of these applications in situ. After a fraction of interactions with the applications, study participants may be asked to rate the quality and appropriateness of the response that they got, and we will conduct pre- and post- study interviews with participants to gain additional qualitative feedback. Deploying these applications will also help us compare qualities of different sources of answers. For instance, is Mechanical Turk faster than the user’s social network, or do users receive higher-quality answers from their personal contacts than they do from the social networks? We will observe quantitatively which services are most often used by participants, and use qualitative follow-ups on the device to determine why participants chose to use Facebook for one question and Mechanical Turk for another. We will incorporate user feedback into the design of future iterations of each tool. More broadly, these studies will validate the approach taken by human-backed access technology and further inform design guidelines.

Fundamental to the success of the human-backed access technology approach is that it respect the human values of its users [44, 77] and fit their existing lifestyle, work, and social patterns [7]. By releasing the applications for a longer period of time, we hope to gain a better sense of how disabled people might adopt (or not) the applications that we create. In our initial deployment of VizWiz [55], we still observed numerous examples of what we believe to be novelty effects over a week long study. The proposed studies will last three months with the option for users to continue for longer to evaluate the tool in the “Confirmation” stage of technology adoption [84] in which users decide if they actually want to continue using the technology. By releasing three separate applications that all use the human-backed access technology approach, we hope to generate more general guidelines than would be possible by releasing only one.

6. Education and Outreach

My integrated education plan involves middle school, high school, undergraduate, and Ph.D. students. The following section first outlines innovative new curriculum and summer programs for blind and deaf students in grades 7-12 that will be created and run with the assistance of computer science undergraduates. Students will build interfaces for human-backed access technology and build accessible interfaces so that they can assist others. It then overviews a new course for Ph.D. students and advanced undergraduates on intelligent access technology.

6.1 Summer Programs for High School Students with Disabilities

I will develop curriculum for summer courses to be held each of the five years of the award. Each program will include approximately 15 students grades 7-12 who are either blind or deaf as part of existing summer programs run by the National Federation of the Blind (NFB) and the National Technical Institute for the Deaf (NTID) at the Rochester Institute of Technology (RIT).

Blind students will participate as part of the existing NFB Youth Slam. I developed the original accessible computer science curriculum for the 1st and 2nd Youth Slam [9] in which students created “intelligent” instant messenger chatbots. Students without prior programming experience wrote real computer programs using accessible curriculum and tools, supported by

http://webinsight.cs.washington.edu/nfbslam/
undergraduate computer science student helpers. The proposed program builds from my prior experience with innovative new material and activities inspired by human-backed access technology. Blind students will develop computer vision applications for iPhones. Specifically, we will give students the tools to build object recognizers, let students choose objects to recognize, and specify the feedback they would like to receive about the object. For instance, if their phone detected bananas, then they may want feedback about whether or not it is ripe. If they choose to detect faces, then they may want help centering the face in the frame. If they choose to detect dogs, then they may want a report on the mood of the dog. These problems vary in difficulty, but can all be accomplished by combining automatic computer vision with human helpers (Section 3). Students will also build interfaces that let them assist deaf students interpret sounds. Students will learn about creating accessible web interfaces, and use their interfaces to answer audio questions posed by deaf students in prior workshops. We will create modular components that students can combine to accomplish interesting new tasks (with guidance from instructors) while exploring topics in computer vision and human-backed access technology.

I will also adapt this curriculum for use at NTID in Rochester, NY as part of NTID TechGirlz, a program for female students grades 7-9 who are deaf or hard-of-hearing. The curriculum will be analogous to that just described for blind students. Specifically, students will be provided with audio processing modules (explored through AudioWiz), and develop new mobile applications to interpret specific sounds, and create interfaces for answering the visual questions of blind people.

These courses will be held in alternating years to match the existing programs’ schedules. Each year, students will build interfaces enabling them to answer the questions of students in the prior year (for instance, deaf students in 2012 will answer questions from blind students in 2011). The instructors will seed queries for the first offering. The attached letters from the NFB and NTID affirm their cooperation. In addition to the high school students directly involved in the program, 5 undergraduate computer science students will be included on the team each year. Not only will these students be integral to running the course, but they will also be given the chance to interact with students with disabilities who are being introduced to computer science for the first time. My experience with the Youth Slam dramatically altered my perspective, and I hope this program will similarly be an opportunity for both those enrolled in the program and for the undergraduates supporting them to learn about accessible computing and pedagogy. Students who work with me on the summer programs may be better equipped to conduct more impactful research in accessible computing because of the experience.

6.2 Ph.D. Course on Intelligent Access Technology

I will create a new course, Intelligent Access Technology, aimed at Ph.D. students and advanced undergraduate students. The University of Rochester has been traditionally strong in artificial intelligence, natural language, and computer vision, and I will design this new course to act as a bridge to students in these areas. I believe that accessible computing would benefit if the best researchers in related fields had accessibility experience, and I hope this course will serve as a model bridge for other courses. The new course will draw content from intelligent user interfaces, accessible computing, and human-backed access technology. Although only at the University of Rochester for one year, I have already created one course (CSC 210: Web Programming) and am developing another (CSC 212: Human-Computer Interaction) that are new to the university’s curriculum. I enjoy creating courses, and generally incorporate elements of my own research into both course motivation and assignments, even for introductory courses. I am particularly excited to develop and teach a new course on Intelligent Access Technology. As this unique course has no direct equivalents at other universities, I will release all course materials and lectures as captioned videos on the web for the benefit of other students and educators.
7. Research Experience for Students

All of my students, including undergraduates, form an integral and valued part of my research team; they work closely with me to build prototypes, formulate and conduct user studies, write papers, and present at research venues. This proposal will fund one Ph.D. student from computer science to work with me on all aspects of this proposal – including the design, implementation, evaluation, and validation of human-backed access technology, and education components. I intend to recruit at least one undergraduate researcher, funded through the NSF REU Scholars program, if possible. I further intend to host an additional qualified undergraduate with a disability during each summer, recruited and supported with the assistance of AccessComputing (see the included letter). Engaging qualified students with disabilities on the research team may lead to better research results through both their direct contributions to research products and the informal educational opportunities their participation may afford the other members of my team.

8. Intellectual Merit

Human-backed access technology represents a new paradigm in human-computer interaction in which intelligent tools designed to support people with disabilities are explicitly backed-up by humans. Formative user studies will inform the initial design of human-backed access technology and generate design guidelines cognizant of the human values of users. The HumanAccess tool will enable other researchers to explore human-backed access technology in their own research prototypes, and facilitate three new applications to be deployed in situ with blind, deaf, and hard-of-hearing participants to both validate human-backed access technology and facilitate its iterative improvement over the long term.

9. Broader Impacts

This proposal addresses a primary shortcoming of current access technology and consequently may afford greater independence for disabled people. The research products may have applications in other domains that utilize error-prone automatic processes, such as automated personal assistants or video tagging. The integrated education plan introduces middle school, high school, undergraduate, and Ph.D. students to accessible computing through innovative summer programs and new curriculum. Introducing blind and deaf high school students to computing in a supportive environment may encourage some to pursue a career in computing. I intend to recruit qualified students with disabilities as part of my research team with assistance from the AccessComputing program; exposing disabled students to research may help address the underrepresentation of disabled people among those earning doctorates in STEM (only 1% of STEM doctorate recipients are disabled, compared to 10% of STEM undergraduates [39, 76]).

10. Dissemination of Research and Education Results

The research and education products of this research will be disseminated through appropriate venues, including ACM ASSETS, CHI, UIST, W4A, SIGCSE, TOCHI, and TACCESS. As important is getting results to both people with disabilities and those building technology for people with disabilities, so we will also present at consumer-oriented events, such as CSUN, RESNA, and ATIA. I will release accessible materials for both the summer programs and my new Ph.D. course on the web (including captioned videos). The software tools and applications resulting from this research will be released as open source and as free downloads in the relevant application stores for mobile platforms. I built WebAnywhere to be used by other researchers and companies [12, 65], and will similarly build human-backed access technology tools to be reused. The TRACE Research and Development Center will help us with dissemination and sustainability of the developed technology through the “Raising the Floor” initiative (see included letter).
11. Project Plan

The chart below shows my proposed research and education schedule. The summer programs alternate each year, and HumanAccess will be iteratively improved throughout the entire five-year proposal as informed by longitudinal user studies with the three developed applications.

12. Prior Accomplishments and Results

I believe I am uniquely positioned to execute the research and education activities outlined in this proposal. Only at the end of my first year at the University of Rochester, I have published 6 full-length papers at top-tier conferences [16, 20, 23, 29, 54, 55], a book chapter [19], and several workshop and shorter papers [14, 30, 55]. I also founded the ROC HCI Research Group (hci.cs.rochester.edu), a new research group whose members number nearly 20. In my department, 20% of the Ph.D. students are women, but 3 out of 4 of the Ph.D. students working with me are women, in part driven by two top women Ph.D. students who came to the University of Rochester specifically to join my group. I see extensive collaboration as a way to fully leverage my work and improve accessible computing – last year I published with researchers at 9 other institutions.

My WebAnywhere service is used by more than 1500 people each week, many of whom would not otherwise have web access [12]. Although originally designed for blind people, people with reading difficulties are now using it and educators are using it to help teach about accessible computing. I have been presented many awards for my work, reflecting my impact both within academia and beyond it: the Microsoft Imagine Cup Accessible Technology Award (2008), two W4A Accessibility Challenge awards (2008, 2010), two ASSETS Best Paper Awards (2008, 2009) and the selective MIT Technology Review Top 35 Innovators Under 35 Award (2009).

While a Ph.D. student at the University of Washington, I contributed to National Science Foundation funded projects on which my thesis advisor, Dr. Richard E. Ladner, was the PI. Under Award IIS-0415273, I led the WebInSight project for improving web accessibility, including WebInSight for Images [15], Accessmonkey [8], WebAnywhere [12, 21, 22], WebinSitu [11] and Usable Audio CAPTCHAs [10]. Under grant CNS-0837508, I developed the curriculum for and led instruction at the NFB Youth Slam-Computer Science Track in 2007 and 2009 [9]. Under award IIS-0915268, I helped to create an online forum for expanding sign language coverage in STEM [30] and ClassInFocus for connecting expert interpreters with deaf students in STEM [29].

[3] WebAnywhere is currently used in education programs at the Univ. of Washington, Georgia Tech, MIT, Univ. of Wisconsin, Univ. of Rochester, and elsewhere. Try at webanywhere.cs.washington.edu/beta.
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