Unpacking "Privacy" for a Networked World
Model for privacy (concept as dynamic and dialectic)  

Different than rule-based methods we learned before.

Traditional approach in HCI

· Approach of this article is to reevaluate perspective by going back to earlier privacy theories and reapplying them to these new information technologies

Privacy Regulation Theory

· Dialectic – “…privacy regulation is conditioned by our own expectations and experiences, and by those of others with whom we interact.”
· For example, if it’s your boss, then you have different privacy expectations than your girlfriend 

· “Privacy is right to control information about yourself” – how is this article different than this theory?  The old theory was focusing on the person’s information.  This article is more about the overall social interactions. 

· Privacy is never addressed in solitude – it always addresses it in the context of social interactions.  Doesn’t address how we exist outside of society.  
· In the technological world, even if you are addressed in a crowd, you still have a unique identifier.

· Dynamic – privacy changes over time, and we are constantly negotiating privacy 

· privacy changes with regards even to the one person

· does privacy only exist when someone is trying to look for you? Doesn’t it also apply when people accidentally stumble on personal information?

· Privacy correlates to a persona – and how do we manage privacy in technology with regards to these?

Privacy as a social negotiation

· Privacy can solve certain concerns, but it may not be able to manage by itself

Altman’s model: limitations

· In spatial environment, two people meeting and they negotiate this interaction (including privacy)  But information technology isn’t like this.  

Boundaries manage privacy

· Example of privacy issues – email forwarding or bcc’ing when people don’t expect the other recipients.  How do you manage privacy when you don’t know the expectations?  The Yale guy whose email was exploited (circulated around) created an identify for himself and had control to first pass on his information to the first person, but didn’t have control over its disclosure.   All three boundaries were violated: 

· Disclosure boundary – He couldn’t control disclosure of his email.

· Identity boundary – the audience that ended up seeing it was very different than who he expected to see it

· Temporality boundary – this email kept on being circulated.  The information is retained in the online world.
· Another example – woman not going on 2nd date, so man told her to pay for her half of the first date.  This guy didn’t have control over creating his identity.

· There are no longer geographical boundaries because online information spreads regardless of location.

Neutrality of Technology

· Different social expectations for each genre of disclosure, and we negotiate privacy differently based on the technology and how it supports interactions (intercom vs. active badges)
· Technology does not hurt or support privacy.  Does this make technology neutral?  
· Accidental disclosures – e.g. intercom is on and person doesn’t realize it.
Prototyping and Sampling Experience to Evaluate Ubiquitous Computing Privacy in the Real World
· Experience in social domain isn’t currently able to inquired about using current HCI methods.  So they created “paratype” inquiry method combining prototyping and sampling experience.  Tests the experience more than the system.
· Personal Audio Loop (PAL) – memory aid to replace recent audio recordings

· What types of understanding does the system support?

· What interactions?  Maybe this relates to instant messaging. Sometimes automatically records conversations.  Useful tool, but interesting to see how IM logging affects people’s privacy concerns.  People might have different expectations of chatting on a computer rather than in person – don’t expect people to record in real life.  
· People like face to face for privacy conversations – feel safer b/c of memory decay and we trust human interactions, won’t get recorded.  Someone passing on the gist of a conversation rather than a verbatim recording is very different.  

· PAL is kind of a context aware system – has memory decay, well designed, etc.  but still different than we expect in face to face interactions. 
· PAL can rewind and play back something if you forgot what happened. Acts to aid the conversation.  

· Is this unnatural? Would people rather pretend they heard and move on – or how would you handle this interaction in actuality

· Maybe this technology needs to better support the context

· Seems to be good for Alzheimers patients and also answering the “What were we talking about?” after an interruption.  Acts like Tivo. 

· Binoculars as an example to extend our ability, and helps in context of an opera, but not to look into neighbor’s house.  

· PAL is not a new technology – this is just a different usage of audio recording.  

· What about incidental recordings? 

· Can recordings get passed on?  Right now, we expect that recording is always off by default.  Ubicomp technologies are changing this so that recording is always on.  Changing our expectations – and right now we’re in a middle phase where we don’t know if things are on or off, so it makes expectations unclear.
· Seems like privacy concerns initially increase (our worries about technology), and then they go down when we realize benefits outweigh cost.

· Spend a long time understanding physics, and technology breaks a lot of our understanding and expectations.

Methods of study

· Studied ages 27-31 using PAL in daily activities.  Article talks a lot about how the negotiation depends a lot on context, but they did not necessarily pick the appropriate context for the study.  May not be appropriate user selection to record and aid memory.  What are the daily activities that need this kind of support?
· Benefits/Weaknesses

· Good in experiences like job fairs

· Also, helps you concentrate on the conversation because you can offload it until later.

· Will people hesitate to expose as much because it’s on record?  Changes what we say, etc.

· There are already contexts where we have to be careful about everything we say.  

· If you know, then maybe you can ask people to turn it off.  White noise producing machine? Something to block the audio recording.

· There will be a huge data overload.  But we also get more and more search technologies.  Audio search technology in the future?

Did the scenarios reflect circumstances that reveal issues for privacy management?

Would other studies have changed the results?
· What about a device that always records but only something that’s important.  Memory decay.  You could record when you think it’s important. Maybe if the device beeped to inform the other person you’re recording.  

· Maybe technology could better support the info exchange – if both ppl could record at the same time, they would both know they were contributing and showing they were interested.

· How is this different than rule-based privacy?  Hard to specify rules that will effectively manage privacy in a social context.  We don’t have variables to define social environment characteristics.

Open questions

· Rule-based systems vs. personal privacy.  What if rules get you 80% there, and then you manage the rest – maybe that’s good enough.

· What else can you apply paratypes to?  Hard to define rules for this audio recording system.  Individual preferences affect other people’s audio capture, affecting the value of the system.

