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Abstract

We propose a third-party value-added services framework
for enhancing the performance of reliable multicast proto-
cols. In this framework, a value-added service provider will
place servers callediaypointsthroughout ISPs’ networks.
Waypoints run a fully distributed, dynamic algorithm to de-
termine which multicast groups to join. Having joined a
group, a waypoint participates in the error recovery proto-
col, supplying repairs toeceivers. From the application’s
perspective, waypoints appear to be additional application
endpoints in the network. Waypoints seamlessly interop-
erate with current reliable multicast algorithms with only

a minor change to receivers and no changes to routers. In

our implementation, receivers and ypmints use STORM,

a structure-based error recovery protocol. The waypoint re-
covery service is not limited to one error recovery protocol,
and can be extended to enhance other reliable multicast pro
tocols. Results from simulation experiments are presented t
evaluate the potential benefits of theproposed scheme. W
find that when multicast group members are isolated from
each other, a wgoint recovery service can significantly en-
hance receivers’ performance.

1

While traditional network and transport protocols support
only point-to-point communication services, there has been

Introduction

sender is responsible for both loss detection and packet re-
transmission. In reliable multicast protocols, such a sender-
based scheme means that the sender needs to perform these
functionalities for everyeaceiver, which will make the sender

a bottleneck in the presence of a largeeiver set. There-

fore, the key to achieving scalability in reliable multicast is

to distributethe functionalities of error detection and recov-

ery to entities other than the sender. Existing solutions can
be classified into three categories, depending on which func-
tionalities are distributed to which entities.

In receiver-based protocols [5, 6, 11, 19, 22, 23, 24], all
application endpoints, including both senders aakivers,
cooperate to detect and recover packet losses. The perfor-
mance of these protocols usually varies depending on the
topological distribution of senderskeivers, correlation of
errors, and effectiveness of underlying IP Multicast support
(whether IP Multicast can efficiently support a large num-

0ber of groups or frequent membership changes, whether IP

Multicast has a good scoping mechanism, and whether all

Geceivers can also be senders). Some protocols [1, 4] explic-

itly take differences ine@ceiver performance into ament by
sorting receivers into gups with similar loss characteris-
tics.

In router-based solutions, routers are modified to assist
application end points with error detection and recovery. So-
lutions vary from adding minimum support in the IP layer
[10, 12, 16, 20], to assuming an active network infrastruc-

a growing number of network applications that require sup- tyre [9]. Router-based protocols usually achieve better per-
port for multipointcommunication. Examples include video, formance than receiver-based protocols for several reasons:
audio, and whiteboard conferencing; distributed simulation; routers are ubiquitous, they are located on the data distri-
and news dissemination. IP Multicast provides a power- pytion path, and they have access to routing information.
ful abstraction and is an efficient mechanism at the network However, overloading router functionalities introduces both
Iayer. HOWGVGI’, itis Only a best-effort SerVice, which is in- Sca|abi|ity concerns and dep'oyment barriers.

sufficient for applications requiring reliability. A third class of reliable multicast protocols utilize spe-

A variety of approaches to support reliable multicast have cjalized servers to help with error detection and recovery [8,
been proposed. The challenge is to achieve scalability with 17 ynlike router-based schemes, server-based protocols do
a large number of receivers in heterogeneous environmentsnot necessarily need special router support for reliable multi-
In traditional unicast transport protocols, such as TCP, the cast. The key to achieving good performance in server-based

This research was sponsored by DARPA under contract numbers N66001-96-C- schemes is placmg SErvers in strateglc Iocatlo_ns, SO the'y can
8528 and E30602-97-2-0287, and by NSF under grant numbers Career Award NCR- help detect and recover errors faster than ordinary receivers.
2 conclusions contained in thia document are fhose of the’ alore and shouid notMIOSt existing server-based protocols are designed for appli-
be interpreted as representing the official policies, either expressed or implied, of cations (e.g. financial information distribution to long-term
DARPA, NSF, Intel, or the U.S. government. subscribers) with predetermined, semi-static group member-

ship in a private network environment. With these protocols,
the servers are usualdyaticallyplaced at strategic locations
and receivers ara priori assigned to servers. These pro-
tocols usually do not work well in a dynamic environment
where groups and group memberships are not known a pri-
ori.

In this paper, we propose a third-party value-added ser-




vice approach to support reliable multicast in an internet-
working environment containing multiple service providers.
We consider a network model in which there are three en-
tities: applications, value-added service providers (VASP),
and the underlying bitway IP network. Multi-point applica-
tions communicate with each other using a reliablétivast
protocol that does not need to assume router or server sup
port, i.e. a receiver-based protocol. A reliableltivast ser-
vice VASP will placewaypoint! machines (machines pro-
viding the recovery service) throughout the Internet on dif-
ferent ISPs. A distributed algorithm will dynamically bind
waypoints to multicast groups aneloeivers to help with the
error recovery. Once a waypoint decides to help a reliable
multicast session, it will join the group and run the same
protocol as if it were an application endpoint.

From the application’s point of view, these waypoint ma-
chines are part of the network, and provide a value-added

service by packaging storage and computation resources a

strategic locations. While traditional applications rely on

the computation and storage capabilities of application end-
points and the communication service provided by the net-
work, with value-added service providers an application can

also leverage storage and computation resources beyond it

own endpoints. On the other hand, from the network’s point

of view, these waypoint machines are ordinary end systems,

and not part of the IP infrastructure. Therefore, there is no
need to change the routers.

While there are many receiver-based protocols, in this
paper we consider a VASP-based multicast error recovery
scheme for applications that run the STORM[23] error re-
covery protocol. Through simulation, we evaluate the ef-
fectiveness of waypoints in helpingageivers to recover lost
packets. We demonstrate that waypoints are extremely ben
eficial in common situations where receivers alone are inef-
fective, both in terms of recovering lost packets and also in
reducing the burden from participating in the recovery pro-
tocol on receivers. Adding waoints to the original multi-

cast data distribution tree increases the multicast bandwidth

in the network. However, waypoints only provide service
as needed by receivers ankoslld impose only a moder-
ate amount of additional load on the network. This study
demonstrates that value-added services can be both effectiv
and efficient, offering a marked performance improvement
for applications without overloading the network. In this pa-
per, we focus on the potential benefit of waypoints, leaving
the task of fine tuning the system for future work.

In the next section, we begin the description of our sys-
tem’s architecture by reviewing STORM, the error recovery
protocol used by receivers. In Section 3, we continue by de-
scribing the interactions between waypoints aadeivers,
including how waypoints determine when to begin helping
the receivers in a niticast group. In Section 4, we present
our evaluation metrics, and simulation methodology. We
present our results in Sections 5, 6, and 7. In Sections 8
and 9, we discuss the implications of our results and future
work.

L A waypoint could be a separate machine or a program running on a shared ma-
chine.

2 STORM: Structure-Oriented Resilient Multicast

STORM belongs to the family of tree-based multicast er-
ror recovery protocols in which receivers build a hierarchical
structure among themselves. Control packets (NACK, ACK,
and Repair packets) follow this recovery structure rather than
the multicast data delivery path.

Compared to other tree-based protocols [7, 8, 11, 17, 24],
STORM has several unique characteristics. First, it was de-
signed to support resilient multicast rather than reliable mul-
ticast. While reliable multicast protocols are designed to re-
coverall dataeventually STORM is focused on continuous-
media data such as audio and video, where a small amount
of loss is tolerable and in many cases not noticeable by the
user. Also, continuous-media data has an implicit deadline:
if a packet arrives after the time it should have been played
back, the packet is useless. In STORM, each receiver can
independently set its playback point by properly sizing its

uffer. The size of the buffer represents a tradeoff between
reliability and interactivity. The larger eeceiver’s buffer,
the larger the amount of time it has to recover packets and
the lower its loss rate will be. However, a large buffer will
also increase the playback delay, reducing interactivity. The
goal of STORM is to minimize the loss rate for each receiver
given its buffer size.

An additional difference between STORM and other tree-
based protocols is that its recovery structure is a directed
acyclic graph in which each receiver may havdtipie par-
ents (other receivers or the source). A receiver that notices
a gap in packet sequence numbers sends a NACK for the
missing packet up the graph toward the source. When a re-
pair is found, it is sent down the graph toward tkegivers
that need it. Note that a receiver unicasts each NACK to only
one of its parents at a time, not to all of its parents.

The recovery structure is built dynamically usegand-
ing ring search(ERS) as receivers enter theogp. ERS
consists of a receiver nticasting a parent query message
to the group periodically, gradually increasing the TTL of
the multicast. Receivers that are already part of the structure
will send replies to any parent query messages they receive.
The ERS query and the reply messages contain enough in-
formation for the ERS sender to rank the repliers in terms
of their likelihood of being good parents. A good parent has
two qualities: First, it is able to deliver repairs in time for
the child to play them back. And second, it has a low corre-
lation of lost packets, meaning that the parent and child are
less likely to lose the same packet.

Each receiver comiuously reevaluates the effectiveness
of its parents and changes parents if necessary to adapt to
changes in group membership and/or network load. Using
dynamic parent changes makes it easy to support STORM
with VASPs since the dynamic binding afeeivers and way-
points can be implemented using the same mechanism.

To impose a general shape on the structure and to avoid
loops, each receiver has lavel a number that is assigned
when the receiver joins the group and which remains un-
changed throughout the session. Ideally, the level should be
proportional to theeceiver’s distance from the source. In
practice, we can use a receiver's hauuot from the source
or an estimate on the round trip time between theeiver
and the source as the level. By only allowing receivers to
choose parents that have lower levels, we prevent loops and



force NACKs to flow towards the source.
3 \Waypoint Architecture and Protocol
3.1 Design Issues

In the previous section we reviewed STORM, a receiver-

Waypoints use STORM to communicate wihch other
and with receivers. There is only one difference between
standard STORM and the waypoints’ version: waypoints
only pick other waypoints as parents. This prevents way-
points from increasing the load on any of the receivers.

We have outlined a general service invocation mecha-

based resilient multicast protocol. In this section, we present nism consisting of a global multicast address to which ser-
an architecture and associated mechanisms which provide &ice providers subscribe. End host applications will send
value-added service to enhance a recovery protocol’s perfor-messages to the global address to request a service. Way-

mance.

Figure 1 presents a simple example to illustrate how way-
points can improve the performance of the STORM protocol.
Without waypoints, eceivers can onlytmose the source or
other receivers as parents (Figure 1 (a)). Withypants

points will make independent decisions on how to respond to
each message. In the following sections, we discuss the de-
tails of the waypoints’ distributed management algorithms,
dynamic join and leave.

(Figure 1 (b)), receivers have a larger selection of machines3-2 Dynamic Leave Protocol

to ask for help, and the waypoints may be in a better po-
sition than othereceivers to help recover from lost packets;

therefore, application performance may improve with the in-
troduction of waypoints. To implement this architecture, we
need to address two issues:

o How will end hosts invoke the service?

+ How will waypoints determine when to join and leave
multicast groups?

Each waypoint keeps track of the number of NACKs it has
received within a time interval. In STORM, the number of
NACKSs received reflects how well the yaoint is doing as

a parent. If a waypoint is frequently able to send repairs to
answer receivers’ NACKs, it will be consideredyaod par-
ent and many receivers will send NACKSs to it. If aypeint
receives a small number of NACKSs, indicating that few re-
ceivers are using it, the waypoint drops out of the group.

Our first concern is how end host applications can request3.3 Dynamic Join Protocol

service from the VASPs. Although we only discuss how a

single VASP functions for a single application, our architec- When a receiver's loss rate rises above a threshold, the re-
ture can be extended to other value-added services and t&€iver will multicast a request for help, calledsttus mes-
multiple service providers. There are two main approaches S296 to a well-known multicast group which waypoints join.
that can be taken: end host applications could send requestd NiS multicast group acts as a rendezvous point for way-
to a centralized waypoint manager, or they could send re- POiNts and receivers. After receiving a status message, a
quests to a well-known multicast address to which waypoints Waypoint decides whether to join the multicast group spec-
subscribe. A centralized waypoint manager would be both a ified by the receiver requesting help. There are three goals
single point of failure and a bottleneck through which all re- that the join protocol must meet:

guests would have to pass.

The approach we have chosen to explore in this paper, a

distributed waypoint instantiation protocol, is more robust.

1. Limit join implosion: Having a large number of way-
points join a group all at once incurs significant over-
head.

However, the distributed aspect raises many questions. In 2 Minimize useless joins: Prevent waypoints that will

order to instantiate waypoints to assist a multicast group,

a request message from at least one member of the group
needs to be sent to a multicast address that waypoints are
monitoring. Once a waypoint sees the message, it decides

whether to join the group requesting help. If every waypoint
were to join every group for which it received a request, the
system would lack scalability. This would overload both the
waypoints and the network.

In addition, having all waypoints join may not be as ben-
eficial as having a subset of waypoints that can effectively
provide repairs join. A static waypoint, i.e. a waypoint that

not be effective parents from joining the group.

3. Minimize oscillation: Waypoints should not endlessly
join, leave, and rejoin the group.

We employ two techniques to help meet the above goals.
First, receivers limit the number of wpoints that see a sta-
tus message via TTL-scoping and ERS. This addresses the
first two goals. Second, waypoints keep a history of their
previous joins and leaves, and use that to determine their fu-
ture join behavior. This addresses the second and third goal.

Receivers willemploy ERS with a limited maximum TTL

joins the group and stays until the end of the multicast ses-t0 send their status messages. After sending a status mes-

sion, will waste network resources when it is not useful. This
implies that there should be some method by wheelch

sage, a receiver will pause its ERS to see if its loss rate im-
proves. If the receiver’s loss rate drops lomoegh, it will

waypoint can know whether or not it is helping to improve stop the ERS. If not, it will continue the ERS. The result is

receiver loss rates once it has joined theuyr. If each way-

that only a limited number of waypoints will get ageiver’s

point makes independent decisions to join, they do not havestatus messages. A waypoint can only enter the group if

control over how many other waypoints will also join. Hav-
ing joined a group, a waypoint should keep track of how

nearby receivers need help. This helps to prevent join im-
plosion. In addition, using ERS also restricts the amount of

effective it is at providing repairs to group members. If a traffic sent to the multicast group for status messages.

waypoint is not effective, it should leave the group to min-

Further, the receiver’s use of ERS guarantees that it will

imize both its use of network resources and the amount of contact the closest waypoints, which are often the most ef-

state it needs to keep.

fective, first. As in STORM, when there is a large distance

between a waypoint and ageiver, it is less likely that the
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(a) Without waypoints (b) With waypoints

Figure 1: Parent recovery structure in STORM. The source is the dark grey circular node in the upper right-hand corner,
receivers are light grey circularodes, waypoints are cross-shaped, and routers are square nodes. Arrows depict the parent
structure.

waypoint can provide repairs to theceiver in time to be 4 Performance Evaluation
useful. Sending status messages to nearby waypoints firs
increases the chances that any waypoints that join will be
effective parents.

Even though it is near one or moreceivers, a way-
point may not be useful. We use the amount of time a way-
point spends in a multicast group as an indication of the
waypoint’s usefulness. Waypoints maintain an exponentially . S ;
smoothed average of how long they stay in a group. When athe proposed value-added services approach S|gn|f|c§1ntly im-
waypoint eceives a status messagepiiks at this average.  PTove the performance of the multicast recovery service?

If the average is above a threshold, it was previously use-4.1 Performance Indices
ful and should join this time. If it has only stayed for short

periods, then it was useless and should not join again. TheWWe evaluate waypointsin terms of their benefits to the appli-
first time a waypointeceives a status message for aug, cation and the additional load they introduce to the network.

it assumes that it will be useful and joins. The potential benefits of waypoints are twofold. First, they

Because networkanditions and the set of receivers in a should lower the packet loss rate seen by applications. Fur-
group can change constantly, a waypoint could change fromther, they should lower the processing load seen by the re-
useful to useless or vice versa. To accommodate this, way-Ceivers and source as the burden of error recovery is shifted
points age their time averages, so they are considered les§0 the waypoints. On the other hand, load on the network
and less accurate as time passes, until they are eventuallgomes from waypoints joining the multicast group and from
thrown out. Our current implementation does not include ‘additional traffic from waypoints participating in STORM.
state aging since our simulations do not have dynamic net-  The metrics we use to evaluate these three areas are:
work conditions or group membership. ¢ Loss rate observed by receivers

Keeping track of the average amount of time spentina o change in processing load on receivers and the source

group aiso helps to prevent join/leave oscillations. If away-  , aggitional load placed on the network by ywoints
point spends a short amount of time in the group, it is less

likely to join again soon because its average time spent in  Thelossrate isa direct, application-layer measure of how
the group is low. This prevents a waypoint from joining and Useful waypoints are. This is the most significant metric
leaving frequently. since if the_ mt_rpductlon of waypoints does. not improve the
Waypoints only need to keep a small amount of man- l0ss rate significantly, then there is no point in using way-
agement state per multicast group: the average length ofPoints at all. Note that in resilient multicast, a packet is con-
time spent in the group. Note that there is no Eriver ;ld_ered “lost” when it either never arrives or does_r)ot arrive
state. For groups in which they are currently participat- in time to be played back. Although we use a resilient mul-
ing, waypoints also need to maintain STORM state as well ficast protocol m_the evaluatlon of waypoints, our re§ults are
as to buffer some amount of the multicast data. The exactapplicable to reliable multicast protocols. If waypoints can
buffer size for a multicast group is a function of the rate improve loss rates for resilient multicast, they can also re-
at which data is being sent and the reliability requirements duce the time to recover packets for reliable multicast.
of receivers. For some applications, e.g. audio conferenc- 10 measure the protocol processing load on end systems,
ing, data older than a few hundred milliseconds is not worth We count the number of NACKs end systems must process.
buffering. For other applications, e.g. a shared whiteboard, The amount of state that ageiver will keep is psportional
data ages much more slowly. The number of groups in which to the number of NACKs it receives. And of course, the
a single waypoint can simultaneously participate is deter- number of repairs a receiver will send is also determined

mined in part by the mix of application buffering require- by the number of NACKs it receives. We wouttpe that
ments. waypoints will take on a significant proportion of the re-

covery load. Likewise, the number of NACKs seen by the
source will indicate the amount of protocol processing at the

En this section, we discuss the design of simulation experi-
ments to evaluate the effectiveness of our proposed schemes.
We first discuss the performance indices we use for our eval-
uation, then describe the simulator, network model, and ex-
perimental setup. Our general goal for the evaluation is to
answer the following question: Under what conditions does



source. We also expect the effectiveness of recovery to in-13 backbone routings sites. The other ISP, BBN Planet, in
crease when waypoints are present. Recovery effectiveness-igure 2(c), has 26 backbone routing sites. Overall, there
is defined as the ratio of the amount of useful recovery pro- are 64 backbone routing sites. Thouwegth routing site may
cessing to the overall amount of processing. To measure ef-contain multiple routers, we modelezhch site as a single
fectiveness, we will compare the number of repairs received logical router in our simulations. Link delays are assigned
by receivers to the total number of NACKs sent. based on estimation (involving physical distance and delays
The main burden the waypointgides on the network is  known for links of similar length and capacity) and on ob-
as an additional endpoint in the multicast tree. The actual served round trip ping times. Backbone link delays varied
increase in load is dependent on how much of a waypoint’s from as high as 55 ms for the transcontinental links to as low
multicast path is shared with other receivers, and is henceas 5 ms for topologically close routers. There are three ma-
extremely dependent on the specifics of the topology. We jor exchange points at which all three ISPs exchange traffic.
estimate the additional network load caused by waypoints In addition, there are three other exchange points between
by counting the number of hops waypoints add to the origi- pairs of ISPs.
nal multicast distribution tree. Becauseypaints enter and We used the Georgia Tech Internetwork Topology Mod-
leave the group dynamically, we use ms-hops, computed byels (GT-ITM) [3] package to randomly generate stub do-
counting the number of hops in the multicast tree during mains. Intra-stub links have delays of 1 ms to 5 ms, and
each instant of the simulation. In dtldn, we consider the  the delay on the link connecting the stub to the backbone is
average number of waypoints present in the group as a lesset randomly between 3 ms to 7 ms. The maximum one way
topology-dependent metric. delay seen between any pair of receivers listie over 100
4.2 The Simulator ms. On average, two stub domgins are attached to each back-
) bone router. Each stub domain consists of about 7 routers
We use a locally written, packet-level, event-based simulator With a 30% chance that any pair of routers are connected.
to evaluate our protocols. In the simulator, both unicast and End hosts are attached to stub routers, with at most one end
multicast packets are routed along paths that minimize thehost per stub router.
number of hops. Each linkis characterized by two param- To model a variety of network conditions, we use four
eters: a loss ratg and a typical delayl;. For each packet different loss models, presented in Table 1. In the local do-
traversing linki, the probability that the packet gets dropped main bottleneck model, most packet loss occurs inside stub
is/;. If the packet is not dropped, it will be forwarded with networks. In the NAP bottleneck model, most packet loss
a delay that is an exponentially smoothed average of valuesoccurs at transitions between stub and backbone networks.
drawn from a uniform distribution betweeh and o - d;. In the backbone router bottleneck model, most loss occurs
We fixed o at 1.2 to allow some variation in packet delay, in the backbones. We also used a variant of the router bot-
but not enough to cause frequent packet reordering_ With tleneck model with high loss in two backbones and low loss
this model, we do not simulate delay and loss correlations in the backbone where the multicast source is located.
among packets. Furthermore, unlike a real network, the link 4 4 Experiments
delay and loss properties are independent of the number of
packets traversing the link. In other words, we assume thatWe studied receiver performanoader the above loss pat-
congestion is static throughout the simulation and that the terns. In this section, we present the experimental design.
multicast data stream we are simulating is not the cause of Using the network topology described in the previous
the congestion. section, we randomly place the source in one of the stub do-
We used an artificial link model rather than a queue-basedmains. In order to determine in which circumstances way-
model to make our simulator more scalable. Using queuespoints are most useful in enhancing receiver performance,
would not only have increased the amount of statedoh we varied receiver placement, both in terms of number of re-
router in our simulation, but also would have required us to ceivers in a multicast group, and distance betweerivers.
introduce many additional flows aach link to poduce the ~ We call layouts in which there is high latency between pairs
amount of congestion we wished to simulate. of receivers aparse distributionFor example, a sparse mul-
Unlike most previous simulation studies on reliable mul- ticast conference session might have participants located in
ticast protocols that assume only data packet losses, in ourCalifornia, Pennsylvania, Texas, and Maine. For receiver-
study, control packets (NACK, Repair) are treated the same based error recovery schemes such as STORM, receivers de-
way as data packets by routers , thus, are subject to the samgend on other receivers for repairs. With a sparse receiver
delay/dropping characteristics as data packets. distribution, it is often difficult for a receiver to find another
receiver capable of acting agiaod parent. Under these cir-
4.3 Network Model cumstances, the latency between parent and child could be
We attempted to make the topologies in our simulations re- high enough such that repairs are neteived by the child
semble the Internet as much as possible. Our topologies conbefore its playback time. On the other hand, we call a dense
tained many campus-size networks joined together by sev-layout of receivers a situation in which a receiver can usually
eral WAN backbones. find another receiver to act agaod parent. An example is a
Backbone connectivity and delays are modeled after threemulticast conference session with participants in every state.
actual ISPs’ backbones which span the continental United ~ Waypoints can be pked at two general locations in the
States. Router connectivity information was obtained from topology: directly connected to backbone routers, or con-
CAIDAs Mapnet tool [13]. MCI, depicted in Figure 2(a), Nhected to routers within a stub domain. Because stub do-
has 25 backbone routing sites. Sprint, in Figure 2(b), has main waypoints are at the same depth as typieativers



(a) MCl backbone (b) Sprint backbone (c) BBN Planet backbone

Figure 2: MCI, Sprint, and BBN Planet backbone connectivity.

| Loss Model | Backbone-Backbone Linkk Backbone-Stub Linkg Stub-Stub Links]
Backbone router bottlenedk High Low Low
Backbone router bottlenedk High in 2 ISPs Low Low
with hot spots Lowin 1 ISP
NAP Bottleneck Low High Low
Local domain bottleneck Low Low High

Table 1: Level of packet loss on intra-backbone links, links connecting backbones to stubs, and intra-stub links for the four
loss characteristics used.

on multicast routing trees, the effect of having stub domain final loss rate would still be higher. Therefore, eceiver
waypoints is very similar to having a denser distribution of with a high initial loss rate does not see the same relative
receivers in a miticast group. Therefore, in our simulations, performance gain as a receiver with a lowtiad loss rate.
we only look at the effects of backbone waypoints. In addition, the location at which a packet is lost in the
We assume that all receivers have the same processingetwork determines which parent is capable of supplying a
capabilities and buffer sizes. Waypoints have more process-repair. If a packet is lost close to the source, at the top of the
ing power and larger buffer sizes than receivers. Unless oth-multicast tree, only a small subset of receivers, located on
erwise stated, in our simulations receivers buffered data for the multicast tree above the loss, would have received that
200 ms and waypoints buffered data for 400 ms. The sourcepacket. All other receivers would have lost it. A large num-
transmits at a rate of 50 packets per second to simulate audider of receivers experience the same loss (correlated loss),
packets with a constant interarrival time. All receivers join whereas a small number of receivers are capablembly-
the multicast group at the beginning of the simulation, and ing repairs. This increases the difficulty in recovering the
stay until the end, 10 minutes later. packet. For example, if a packet was lost on the source’s
Two sets of simulations were run on each receivgola NAP to the backbone, then there is global loss. The only
and loss pattern: one set with and one set without waypoints.suitable repairer for this packet is the source, itself. If, how-
ever, a packetis lostin the lower branch of the multicast tree,
more receivers would have received that packet. Therefore,
more receivers are capable of sending repairs, ofteftirggu
In this section, we discuss various factors affecting the mostin better error recovery.
important evaluation index: final loss rates observed by ap- ~ Network delay and buffer sizes also determine error re-
plications after error recovery. We deduce that receiver per- covery performance. Because our application model has
formance can be classified into three categories based orppecific packet deadlines, receivers needhoose parents
STORM's error recovery potential and waypoints’ effect on that are located within tolerable distances, determined by
recovery. Finally, we present the final loss rates observed€ach receiver's playback delay (buffer size). If a child’s

5 Effectiveness of Waypoints in Reducing the Loss
Rate

from simulations in each category. playback delay is large, it can wait longer for repairs and
The following factors contribute to receivers’ error re- can chooseeceivers that are further away as parents. The
covery performance: network delay between a parent and a child coupled with

the child’s buffer size is a fundamental limitation on parent

+ Network loss characteristics choice. For example, if a receiver has a buffer size of 200

 Network delay ms, and its round trip time to the source is over 200 ms, then
o Buffer size or playback delay it should not choose the source as a parent. If it does, it
e Receiver distribution would never get a repair before playback time.

. , . Receiver distribution can also affect error recovery per-
_We now proceed to discuss each factor in detail. The formance. Sparse receiver distributions limit the number of
initial loss rate is defined as the percentage of the original sefy| parents. Again, consider a receiver with a buffer size
multicast data that did not arrive. The final loss rate, which 4t 200 ms. and round trip time to the source of over 200 ms.
takes repair packets into account, is the proportion of packetss there are no other receivers with uncorrelated loss within

that did not arrive in time to be useful. If areceiver has a high 500 ms round trip time, then there are no useful parents to
initial loss rate, even when the absolute number of recoveredhoose from. In this caée adding a waypoint located within

packets is the same as a receiver with a low loss rate, itSp00 ms of this receiver could help to reduce loss rates.



Receiver | Receiver Recovery Performange
Simulation Loss Model Number of| Number of| Buffer | STORM STORM with
Receivers| Clusters | Size (ms) Waypoints
1 (Section 5.1) NAP bottleneck 120 30 600 Good -
2 (Section 5.2) NAP bottleneck 12 3 200 Bad Good
3 (Section 5.2) NAP bottleneck 23 6 200 Bad Good
4 (Section 5.3) Backbone router 27 7 200 Bad Moderate
bottleneck with hot spot$
Table 2: Loss model and receiver distribution for simulation cases.
To explore the situations in which waypoints are helpful
in improving the error recovery performance of receivers, we 15
consider the following three scenarios:
e STORM alone (i.e. recovery with receivers only but %
no waypoints) is already capable of providing good re- & 104
covery. In this case, using waypoints does not signifi- L‘@
cantly enhance receiver performance, sgpants are E
not needed. T 5 A
A
¢ STORM alone is not able to provide sufficient recov- ‘A‘;
ery. However, once waypoints are invokedceivers ol alry,
L A N
0

see a significant reduction in loss rates.

¢ STORM alone cannot reduce loss rates enough. Intro-
ducing waypoints will moderately improve theaeiver
recovery performance.

Next, we discuss simulation results for the three scenar-
ios. Instead of presenting simulation results for all loss mod-

5 10

15

Initial Loss Rates (%)

Figure 3: Distribution of initial and final loss rates of 30

els and all receiver distributions, we present a small subset13 8%

of results for each case. Table 2 lists the loss model, re-
ceiver distribution, receiver buffer size, and receiver recov-
ery performance for each simulation case to be presented
Receivers in the same stub network are referred to as a clus

ter.

5.1 Scenarios in which STORM by itself provides
good recovery

clusters of receivers using STORM with noyp@ints (Ex-
periment 1 in Table 2).

By using STORM, loss rates decreased to 0.7% to
5%, with an average of 1.84%. Receivers are able to find
suitable parents because the receiver distribution is fairly
dense. Also, receivers’ buffer sizes are large, allowing more
time for repair packets to arrive before the playback dead-

line. From other simulation runs, we find that even if the re-
ceiver distributionis sparse, STORM can perform well given
that receivers have large buffer sizes. Further, if receivers are
densely distributed, and have uncorrelated losses, recovery

In this section, we discuss a case in which STORM alone sing STORM is also sufficient. When receivers are satisfied
provides sufficient recovery. The simulation was run with yith recovery performance, additional help from waypoints
the characteristics listed as Simulation 1 in Table 2. All re- 5 not necessary. In our implementation, satisfied receivers
ceiver clusters are located fairly close to each other, with 30 45 ot send status messages to waypoints to request help.

out of 64 backbone routers having downstreageivers. o . . .
Figure 3 depicts the distribution of average initial and fi- 5.2 Scenarios in which waypoints help to provide

nal loss rates seen by each cluster of receivers. The average

initial and final loss rates are calculated over akeivers

in the same cluster. It is reasonable to look at the average

in the same cluster was less than 1%. The horizontal axis
represents the initial loss rate, and the vertical axis repre-

a pair of average loss rates seen by a given cluster. The
coordinate of a mark represents a cluster’'s observed initial
loss rates. The y coordinate of a mark represents a clus
ter’'s observed final loss rates. The diagonal line represents
points at which initial loss rates are equal to final loss rates,
and lost packets could not be recovered. Final loss rates
are always less than or equal to initial loss rates. There-
fore, all marks should fall in the area underneath the diago-
nal line. From Figure 3, before error recovery, receivers had
loss rates in the range of 10% to 17%, with an average of

good recovery

We will look at a simulation case in which receivers run-
ning STORM were not able to significantly recover from
Spacket losses. However, given the availability of a waypoint
recovery service, receivers can request foritamithal help.

We present results from one run of STORM and one run of
BTORM with waypoints. Our simulation results show that
*the when receivers invoke wRoint recovery services, they
see considerably lower final loss rates. The simulation case
“has the characteristics listed as Simulation 2 in Table 2. Be-
cause most packets are lost on the NAP, between clusters
and their backbonesgceivers within the same cluster expe-
rience the same losses (highly correlated losses). Therefore,
a good parent is anyone outside the cluster. leeeiver
cluster is isolated, it may not be possible to find parents lo-
cated outside its cluster close enough to supply repairs by
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Figure 4: Distribution of initial and final loss rates, with and Figure 5: Distribution of initial and final loss rates, with and
without waypoints for Experiment 2 in Table 2. without waypoints for Experiment 3 in Table 2.

the playback delay deadline. isolated from all the others. The isolated cluster from the
In this simulation, 3 clusters of receivers, were placed 3 cluster topology remains isolated. The distribution of ini-
randomly in the network. There are a total of E2eivers; tial and final loss rates for the 6 cluster topology is depicted
4 per each cluster. Two clusters are located fairly close to in Figure 5. Looking at eéceivers’ irtial loss rates and fi-
each other and to the source. The third cluster is isolatednal loss rates when using STORM as the recovery protocol,
from other clusters and the source. Figure 4 depicts the dis-most receivers see a significant decrease in final loss rates.
tribution of the average initial and final loss rates seen by However, the 2 isolated clusters of receivers, represented by
each cluster in thiopology. Similar to Figure 32ach mark the two top triangles in Figure 5, did not see a large de-
on the graph represents average loss rates seen by receivergease. In the simulation with waypoints, the final loss rates
in a given cluster. The x coordinates of a mark represents afor these 2 clusters of receivers significantly decreased by
receiver’s observed itial loss rates. The y coordinates ofa 6% to 8%. Without waypoints, the 2 isolated clusters could
mark represents a receiver's observed final loss rates. Therenot find suitable parents. Using waypoints as additional re-
are two types of marks: triangle marks and cross marks. A covery resources, these receivers were able to improve their
triangle mark represents the average loss rates observed bperformance. Waypoints fill in the missing gaps when re-
receivers in a given cluster when using only STORM as their ceivers cannot serve as suitable parents. In the case that mul-
recovery protocol. A cross mark represents loss rates seerticast groups with isolateeceivers are common, deploying
by a cluster of receivers using STORM and receiving assis- a waypoint recovery service will significantly enhance end
tance from waypoints. The middle cluster and the right most receivers’ performance.
cluster in Figure 4 are located close to each other and the
source. Receivers in the right most cluster saitiahloss
rates of about 15%. Using STORM, loss rates were reduced
to about 3%. However, with the presence of waypoints in \We will now discuss a setup when neither STORM nor way-
the system, the final loss rates did not decrease much fur-points can provide sufficient repairs. The setup is listed as
ther. The middle cluster in Figure 4, also saw similar perfor- Simulation 4 in Table 2. For the backbone router with hot
mance. Because these receivers are located near the souregots loss model, good parents are located on backbone with
and near each other, they can leverage each other’s presendew losses, or on the upper branches of the multicast tree on
for recovery. However, receivers in the left most cluster in the lossy backbones. eReivers were all located off the 2
Figure 4, saw different results. Initial loss rates were about |ossy backbones. Figure 6 depicts the distribution of initial
11%. Using STORM, loss rates only decreased to 10%. Re-and final loss rates for each receiver. The source is located in
ceivers in this cluster are far away from the source and otherthe backbone with low losses. Initial loss rates ranged from
receiver clustersrmugh that not all repairs arrived before 994 to 29%. Receivers with low itial loss rates, clusters
playback time. When waypoints are instantiated, the final towards the left of Figure 6, were located at the top of the
loss rates substantially dropped to about 3%. multicast tree. Receivers with highiiial loss rates, clus-
With the addition of moreeceiver clusters to thigpol-  ters towards the right of Figure 6, were located deeper in the
ogy, it is not always the case that isolated receivers will see multicast tree. We see that for those receivers with ldtish
lower final loss rates. Only when there exists suitable par- |oss rates, using only STORM gave a significant reduction in
ents in reasonable proximity, and not sharing the same lossesoss rates. However, for those receivers with high loss rates,
as receivers, can receivers see a performance improvementsTORM was able to reduce loss rates to an extent. The clus-
Building on top of the same topology as above, we add 3 ter on the far right of Figure 6 saw loss rates decrease from
more clusters of receivers. The characteristics of this sim- 29% to 19%. However, when the waypoint recovery ser-
ulation is listed as Simulation 3 in Table 2. Two clusters vice was invoked, final loss rates were further reduced to
are located within a reasonable distance to the source and t@4%. The combination of STORM and waypoints signifi-
other receivers. However, the other newly added cluster is cantly improved receiver performance. However, the com-

5.3 Scenarios in which STORM and waypoints pro-
vide limited recovery



30 No Weypoints Recejver_ Recovery Efficiency
+ Waypoints Distribution | Without Waypoints| With Waypoints
3 clusters 0.37 0.55
g 50 (Section 5.2)
g 7 clusters 0.53 0.44
:‘@‘ L (Section 5.3)
2 10 Table 3: Recovery effectiveness for the 3 cluster and 7 clus-
+ ter simulations with and without waypoints.
+
o 1 ¥ the number of NACKs sent to the source. This is because
0 Y S SN . receivers close to the source continued using the source as
0 10 2 %0 a parent. Receivers further away from the source used way-

Inital LossRates (%) points as parents. However, for the 7 cluster topology, the

number of NACKs from receivers to the source decreased
Figure 6: Distribution of initial and final loss rates, withand When the waypoint recovery service was invoked. Many of
without waypoints for Experiment 4 in Table 2. the receiversdund waypoints more suitable as parents than

the source. But the source experienced an increase in the
bination of persistently lossy backbones and limited buffer number of NACKs it received because theypaints often
sizes constrain further improvement. chose the source as a parent. In addition, waypoints sent

We have illustrated various performance results from us- more NACKs than ordinary receivers becausgpaints use

ing STORM and waypoints. STORM is capable of providing larger playback buffers, meaning that they have more time to
sufficient recovery when receivers have reasonable bufferrecover each packet and can senditolal NACKs if a re-
sizes, smaller end to end delay between receivers than buffepair does not arrive in time. N
sizes, and when there are receivers with uncorrelated losses It is important to note that the additional load placed
who can be chosen as parents. However, when multicaston the source by waypoints is not wasted. The additional
groups have isolated clusters eteivers, a wgpoint recov- NACKs sent to the source translate into additional repairs
ery service significantly enhances performance. The extentsupplied to receivers. In other words, the increase in source
of improvement depends on the factors discussed at the beload translates directly into better performance for receivers.

ginning of this section. the number Therefore, we believe that the added load on the source is an
acceptable price to pay.
6 NACK Rates A third measure of protocol overhead is whether or not

If waypoints are helpful, then they are chosen as paren»[Sv.vaypointsincrease recovery effec_tiveness, defined as the ra-
by receivers. Because waoints never send NACKs to re- tio o_f the number_of repairs re;celved by receivers (repairs
ceivers (only to other waypoints and the source), the more féceived by wgpoints are not included) to the total num-
often receivers use waoints as parents, the lower the bur- Per of NACKs sent. Table 3 summarizes the recovery ef-
den from recovery traffic on receivers. Therefore, we ex- fectiveness for the 3 cluste_r anq 7 cluster simulations. If
pect the number of NACKs received by receivers to be lower the number of repairs received is equal to the number of
when waypoints are present. Figure 7(a) shows the numberfNACKs sent, the effectiveness is 1. In our simulations, the
of NACKs sent to receivers for the 3 clustepblogy dis- effectiveness is less than 1 because NACKs and repairs can
cussed in Section 5.2 and the 7 cluster topology discussed i€ [0St and because sometimes repairs are not recovered in
Section 5.3. For each set of bars, the left bar is the numbertime. For the 3 cluster topology, recovery effectiveness in-
of NACKs sent to receivers wibut waypoints, and the right creased from 0.37 to 0.55 with the addition of waypoints.
bar is the number of NACKs sent to receivers in the presence 1€ total number of NACKs sent with and without way-
of waypoints. The introduction of waypoints has a profound Pints are about the same. However, the addition of way-
effect: the number of NACKs sent to receivers were reduced Points increases the number of repairs received by receivers.
by 33% for the 3 cluster case, and by 66% for the 7 cluster In this scenario, waypoints enhance the eﬁectlveness of re-
case. Note that the total number of NACKs sent should re- Covery. For the 7 cluster topology, the recovery effectiveness
main roughly constant as we introduce waypoints—the sav- decreased from 0.53 to 0.44 with the addition of waypoints.

ings here comes from NACKSs being sent to waypoints rather Although some eceivers saw significant reductions in final
than other receivers. loss rates when waypoints joined the group, the overall re-

As another measure of overhead, we also need to lookCoVvery effectiveness decreased. There was an increase in the
at the number of NACKs the source received. Figure 7(b) @mount of recovery traffic and recovery processiegduse
shows the number of NACKs sent to the source for the 3 & large number of waypoints joined the group and generated
cluster topology discussed in Section 5.2 and the 7 clusterMore NACKs.
topology discussed in Section 5.3. Feach set of bars, the 7 Network Overhead From Waypoints
left bar is the number of NACKSs sent from receivers to the ]
source without the presence of waypoints. The right bar is Next, we examine the network overhead of waypoints. We
the number of NACKSs sent to the source broken down by re- consider the overhead in terms of the increase in number of
ceivers and waypoints when waypoints are present. For thems-hops waypoints add to the multicast tree and in terms of
3 cluster topology, there was not a significant difference in the increase in group size. We define ms-hops to be the num-
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Figure 7: Total number of NACKs sent to receivers and the source for the 3 cluster and 7 cluster simulations withartd wit
waypoints.

Receiver Overhead waypoints is usually fairly light and worth imposing in order
Distribution | ms-Hops[ Group Size to get the benefits of waypoints.

3 clusters 2.43% 6.76% To explore the dynamic behavior of waypoints in more
(Section 5.2) detail, we look at two time lines, Figures 8(a) and (b), de-
7 clusters 17.36% 30.57% picting waypoints joining and leaving the multicast group
(Section 5.3) over time. In each figure, time advances along the horizontal

axis, while the number of waypoints in the group is shown
Table 4: Overhead in terms of percentage increase in theby the solid line. For example, Figure 8(a) depicts the time
number of ms-hops on the multicast tree and percentage in-ine for the simulation with 3 clusters (Section 5.2). The
crease in the group size when waypoints join the multicast first waypoint joins the group approximately 70 seconds af-
group for the 3 cluster and 7 cluster simulations. ter the beginning of the simulation, and remains in the group
for the duration. After the first waypoint joingceivers be-
ber of milliseconds a waypoint stays in the group multiplied come satisfied with their performance, and do not trigger any
by the number of hops that were added to the multicast treeother waypoints. In this case, the number of waypointsin the
when the waypoint joined the group. This gives us a mea- group is stable.
sure of the impact of waypoints on the network load. The In some simulations, we have observed behavior similar
increase in group size is defined to be the average number ofo that shown in Figure 8(b), which depicts the time line for
waypoints in the group divided by the total number of end the simulation with 7 clusters (Section 5.3). We see that an
hosts (receivers and wpoints) in the group. The average average of 11.89 waypoints joined the group. The maximum
number of waypoints is computed by counting the number number of waypoints in the group at once is 20. A large
of waypoints in the group duringach instant in the simula-  number of waypoints join é&cause a larger number (com-
tion and then dividing by the total simulation time. Looking pared to the simulation with 3 clusters) of receivers are un-
at the increase in group size is a more topology-independentsatisfied with their loss rates. More status messages are sent,
way to examine at waypoints’ impact. SO more waypoints join the group. After the waypoint join
Table 4 lists the amount of overhead in terms of the per- peak is reached at 200 s#als, the number of waypoints in
centage increase in the number of ms-hops and the percentthe multicast session oscillates between 15 and 17. The os-
age increase in the number end hosts for the simulations withcillation persists for another 100 seconds. Oscillation takes
3 clusters (Section 5.2) and 7 clusters (Section 5.3). For place either when a waypointjoins the group and leaves soon
the simulation with 3 clusters, waypoints only contributed after, or else when a waypoint leaves the group but rejoins
2.43% to the number of ms-hops in the multicast tree. How- soon after. The former is caused by a status message that is
ever, the overhead in the number of end nodes was higher, akent with too large a TTL. The latter is caused biting a
6.76%. This is because most of theltieast path between  waypoint's minimum NACK threshold (the smallest number
the source and the waypoint was already on-tree. Adding of NACKs a waypoint musteaceive during a period of time
waypoints only added a few more hops. For the simulation in order to remain in the group) too high. The behavior we
with 7 clusters, waypoints contributed 17.36% in ms-hops, see in Figure 8(b) suggests that parameters in the join and
and 30.57% in number of end nodes. Again, the increase inleave algorithm need to be tuned in order to achieve the ap-
ms-hops was smaller than the increase in the number of endoropriate tradeoff between performance and instability from
hosts since waypoints that joined the group were usually lo- oscillations. Another difficulty with the current algorithm is
cated close to the multicast tree. From our simulations, we that once a waypoint leaves a group, it can immediately re-
have observed that the additional network load imposed by join. Enforcing a minimum waiting period between when a
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Figure 8: Average (dotted line) and instantaneous (solid line) number of waypoints participating in recovery during the session.

waypoint leaves the group and when it can rejoin will help new changes can be ubiquitously deployed. There are two
to damp the oscillations. reasons for this difficulty. First, as we are pushing the en-
velope of the original IP architecture, it becomes more and
more difficult to reach consensus as to wiaidd be added
In this paper, we propose a third-party value added approachto the IP layer. Second, since IP is implemented at all hosts
for supporting reliable multicast. We believe thisis a promis- and routers, as the network becomes larger, it becomes in-
ing and general architecture for introducing new services and creasingly more difficult and expensive to replace all exist-
incrementally evolving the network. ing hosts and routers. Realizing this difficulty and expecting
Traditional network architectures usually distinguish be- more functionalities needed at the IP layer, a group of re-
tween two types of entities: the end system (hosts) and net-searchers are exploring a revolutionary new network archi-
work (switches and routers). One of the most important ar- tecture called active networks [21]. While active networks
chitecture decisions is then the division of functionalities be- may provide a general solution to the problem of service de-
tween end systems and networks. ployment and network evolution, many obstacles (security,
In the Internet architecture, the internetworking layer, or performance, state management, network stability) need to
IP, implements minimal functionality — a best-effort uni- be overcome before it can become a reality.
cast datagram service, and end systems implement all other In the foreseeable future, we will face the following the
important functionalities such as error, congestion, and flow dilemma: on one hand, the internetwork layer protocol will
control. Such a minimalist approach has many advantagesbe relatively stable and evolve slowly. On the other hand,
and is probably the single most important technical reason there will be a growing need to rapidly develop and deploy
for the Internet’s growth from a small research network into sophisticated applications like Pointcast [18], reliable multi-
a global, commercial infrastructure with heterogeneous tech-cast, and caching services.
nologies, applications, and administrative authorities. The  In our architecture, we introduce a type of entity called
growth of the network in turn unleashes an increasing needwaypoints. From the network’s perspective, waypoints can
to develop and deploy sophisticated applications and net-be either endpoints or routers. From the application’s per-
work services (e.g. real-time, reliable multicast, anycast) spective, waypoints provide additional distributed compu-
which require better network support both in terms of richer tation and storage resources beyond application endpoints.
functionalities and flexible QoS models. In the last several Together with the communication services provided by the
years, mechanisms and protocols have been developed t@ietwork, waypoints provide a value-added service to appli-
support an increasing list of functionalities at the IP layer: cations.

8 Discussion

best-effort MxN multicast service, integrated service, mobil- ~ We believe such a value-added network architecture will
ity, security, differential service, active queue management, be useful not only for introducing new services, but also for
and explicit congestion notification. evolving networks. With the proliferation of value-added

However, an unsettling question remains: what additional Services and providers, one may find that some services are
functionalities should or can be added to the IP layer? The very popular, and in order to provide these services in a scal-
“should” part of the question is beyond the scope of this able and efficient fashion, it may be necessary to have way-
discussion as it depends on the requirements of future ap-points co-located with most routers. This means the func-
plications. As to the feasibility of adding more function- tionalities implemented by these services should be sunk
alities to the internetworking layer, if the current Internet into the IP level infrastructure. Since such a service is al-
architecture remains unchanged, it would be very difficult ready implemented by a value-added service provider, an in-
to introduce additional functionalities; and even in the case cremental deployment to the IP level will not interrupt the
that changes can be made, it will take a long time before theservice. An interesting example is the the deployment of IP



multicast service. While it was first implemented as an over-
lay network called the MBone, some of the multicast routers
are nowembeddedh the IP infrastructure.

In this paper, we study a simple retransmission service
within the value-added network services architecture for the
STORM reliable multicast protocol. It is possible to provide
other interesting services with such an architecture. For ex-
ample, in the context of reliable multicast, many researchers
have explored the possibility of using Forward Error Cor-
rection (FEC) techniques [2, 14, 15] for error control. In
FEC schemes, the amount of redundancy added to the data
stream should be a function of the loss rate of theeiver
and the amount of additional network bandwidth available.
With heterogeneous receivers, it is difficult for the sender to
decide the right balance. It is conceivable to use waypoints
to add redundancy instead and tailor the amount of redun-
dancy to a particular subset of receivers which share similar
error characteristics. Another possible use of waypointsis to

collect congestion information for multicast congestion con- [10]

trol protocols.
9 Conclusion and Future Work

We have introduced the concept of third party value-added
network services. Third party service providers will deploy

various value-added services on machines/servers scattered
[13]
[1

all over the network, and will allow for dynamic invocation
of services.

We have investigated the effectiveness of a third party
value-added network service at enhancing the performance

of a resilient multicast protocol, STORM. Through simula- [15]

tions, we have identified cases in which resilient multicast
sessions using waypoints see overall lower loss rates. For

sparse receiver distributions, where receivers are located fat16!

from each other, the performance gain is substantial. As the

receiver distribution becomes dense, the performance gainy, 7

decreases. However, independent of distribution, waypoints
reduce receiver processing by shifting error recovery away
from the receivers. Usindynamic join and leave protocols,

using moderate network resources.
Future work includes exploring the parameters and de-

sign of the waypoint join and leave protocol, the effect of [20]

dynamic eceivers, and the intregration of other reliable mul-
ticast protocols into the waypoint recovery service. We are

also currently implementing a prototype service to run on [21]

the MBONE.

We believe that value-added network services can be ef-
ficiently provided in many network environments, with or
without IP level support. These servers are key to quickly in-
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