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Abstract

We propose a novel model to simulate user knowledge consistency in tutoring dialogs, where no clear user goal can be defined. We also propose a new evaluation measure of knowledge consistency based on learning curves. We compare our new simulation model to real users as well as to a previously used simulation model. We show that the new model performs similarly to the real students and to the previous model when evaluated on high-level dialog features. The new model outperforms the previous model when measured on knowledge consistency.
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1. Introduction

User simulation is increasingly being used in the development of dialog systems. In contrast to experiments with human subjects, which are usually expensive and time consuming, user simulation generates a large corpus of user behaviors in a low-cost and time-efficient manner. Many studies (e.g., [1][2][3]) have verified that simulation models of real user behaviors can be successfully trained from small real corpora. Nevertheless, how well these models can simulate realistic human behaviors and how realistic the models need to be for various tasks are still open questions. On the one hand, it is necessary to build simulation models that can explore some unseen user behaviors to generate a rich training corpus for dialog strategy learning [4]. On the other hand, it is also important to build simulation models that can generate realistic user behaviors for dialog strategy evaluation [5] and user tracing [6].

Many studies in the user simulation literature emphasize that consistency is one important feature of realistic user behaviors [2][3][7]. “User goal” is often defined in order to ensure that the simulation model generates realistic behaviors in a consistent and goal-directed manner. [2] introduces fixed goal structures to hard-code all the possible paths of users’ actions into a network. [3] explicitly models the dependencies between a user’s actions and his/her goal by conditioning the user’s action on a representation of the user goal. [7] proposes an agenda-based simulation model in which the user’s goals are kept in a dynamic stack to drive the next user action. A commonality of these systems is that they are all information-providing systems which help the user to complete certain tasks set up by the user. It is natural for these systems to assume a user goal because the goal can be viewed as an abstraction of the task. For example, assuming a user calls the system to complete a task of booking a flight ticket, the user goal can then include providing basic information regarding departure/destination cities and constraints of dates. Besides the user goal, the simulation model also keeps tracks of the dialog. [2][3][7] use different features to represent dialog history, including previous system/user actions, the satisfaction of the user goal, and so on. Then, the simulation model decides the next user action based on the user goal and the current status of the dialog.

While this goal-directed simulation approach performs well with information-providing dialogs, it is less applicable for other dialog genres where it is harder to define clear user goals. For example, when using a physics spoken dialog tutoring system [8], students usually do not have a clear goal of what physics concepts they want to learn. They may have a general goal to learn some physics, but this kind of goal is too general to be helpful in building the simulation model since it cannot help with deciding the next user action in the dialog. Unlike information-providing systems, which collaborate with users to accomplish pre-existing user goals, computer tutors set up the learning goals for students in a tutoring dialog. Similarly, in a training system which trains users to use speech commands to manipulate an in-car driving assistance system [9], users do not have detailed goals to learn specific speech commands before the dialog. Instead, the system decides the steps and the pace of training.

In this paper, we propose a new simulation model that generates consistent dialog behaviors by capturing user knowledge consistency when no clear user goal can be defined. This is inspired by the findings in learning research [10] that knowledge acquisition is consistent and can be visualized by learning curves. We suggest that a good simulation model should be able to model a student’s knowledge consistency, and propose a new measure to evaluate simulation models based on the goodness-of-fit of simulated and observed learning curves. In contrast to most prior work which primarily evaluates user simulations with respect to dialogue characteristics, our new measure evaluates simulations with respect to a mathematical model of user cognitive processing.

2. Knowledge Consistency

In a tutoring dialog, the computer tutor trains the student to master any fragment of the persistent, domain-specific information that should be used to accomplish tasks. These task domain concepts, principles, and facts are called knowledge components [11]. During the dialog, the tutor helps the student to construct and apply knowledge components. Eventually, a practice effect should be observed in which the students remove the flaws in their understanding of knowledge components with more practice. Research on learning [12] suggests that the learning process proceeds smoothly without sudden gain or loss of knowledge components. In other words, once the student acquires
certain knowledge components, his/her performance on similar problems that require that knowledge component will become stable. Based on this theory, we propose to model student knowledge consistency in our new simulation method by constraining student performance on similar problems that require the same knowledge component. Our approach is further explained in Section 4.

Learning researchers [11] find a power relationship between the error rate of performance and the amount of practice. This relationship can be depicted by a learning curve, which represents that the error rate decreases according to a power function as the amount of practice increases. They also observe that the power relationship might not be readily apparent in a whole learning event, but holds if the learning event is decomposed into sub-components. In this study, we follow the standard way adopted by learning researchers [12] to plot the learning curve. First the learning curves for each knowledge component are plotted; then, an overall learning curve is obtained by averaging these curves. We use the learning curve to visualize the learning of knowledge components observed in the real corpus or modeled in the simulated corpus.

3. Experimental System, Data, and Knowledge Component Analysis

ITSPOKE [8] is a spoken dialog tutor that helps students to understand qualitative physics problems. During the interaction, the system first asks a question and analyzes the student’s answer. Then, the system initiates a spoken tutoring dialog to correct misconceptions and to elicit further explanations. The tutoring dialog strategy is hand-crafted in a finite state paradigm. A sample dialog is given in Table 1. In a prior study [8], we collected 100 dialogs between 20 students and the system. The student takes a pretest before interacting with the system and a posttest afterwards. The normalized learning gain is computed using the following formula: \( NLG = \frac{\text{posttest score} - \text{pretest score}}{1 - \text{pretest score}} \). 210 different tutor questions are asked in this dialog corpus. Correctness (correct ([KC]), incorrect ([KC])) of student answers is automatically judged by the system and kept in the system’s logs.

We explain how we represent knowledge components in our data in Section 3.1, and then we show how we plot the learning curve using these knowledge components in Section 3.2.

### Table 1: Sample coded dialog excerpt.

<table>
<thead>
<tr>
<th>ITSPike1</th>
<th>Do you recall what Newton’s third law says? [3rdLaw]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student1</td>
<td>No. [KC]</td>
</tr>
<tr>
<td>ITSPike2</td>
<td>Newton’s third law says ... If you hit the wall harder, is the force of your fist acting on the wall greater or less? [3rdLaw]</td>
</tr>
<tr>
<td>Student2</td>
<td>Greater. [KC]</td>
</tr>
</tbody>
</table>

**Table 2: Examples of knowledge components.**

<table>
<thead>
<tr>
<th>KC</th>
<th>Tutoring Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>3rdLaw</td>
<td>Do you recall what Newton’s third law says?</td>
</tr>
<tr>
<td>accel</td>
<td>What is the definition of acceleration?</td>
</tr>
</tbody>
</table>

### Figure 1: Overall learning curve for high-learners.

In a learning curve figure, the x-axis stands for the \( i^{th} \) opportunity the student has to practice a certain knowledge component; the y-axis stands for the error rate, which is the percentage of students who failed to use the knowledge correctly. For example, in the dialog shown in Table 1, this student failed to use 3rdLaw at the first opportunity, but was successful at the second opportunity. Assume there is another student who uses 3rdLaw correctly at both of the opportunities. Given these two students, on the learning curve for 3rdLaw, the error rate would then be 50% for the first opportunity and 0% for the second opportunity. We first compute separate learning curves for each of the 20 knowledge components. Then, we get an overall learning curve (as in Figure 1) by computing the average error rates of all the knowledge components for each practice opportunity.

When using all data from the 20 students, we did not observe a decreasing power curve. However, when we split the 20 students into 10 high learners and 10 low learners according to the median of the normalized learning gain, we observe a decreasing power learning curve from the high learner data which is shown in Figure 1. The equation of this curve is...
When there is no previous student answer, the answer selection probability is computed as $P(A|KC, c)$ for the knowledge component of the tutor's question; and $c$ stands for the correctness of the student's answer to the last previous question that requires the same knowledge component. When there is no previous student answer, the answer selection probability is computed as $P(A|KC)$. In general, this model assumes that a student will have a higher chance to give a correct answer to the question of a cluster in which he mostly answers correctly before, and a lower chance to do so otherwise.

Besides the manual clusters we described in Section 3.1, we also automatically cluster the tutor questions into 20 clusters based on the logical items of the questions in order to investigate how well machine clustering can replace the manual clustering. We use the RBR clustering algorithm provided by CLUTO [14]. We use automatic clusters to refer to these clusters created by machine, and auto_Cluster to refer to the Cluster simulation model based on the automatic knowledge component clusters. We use man_Cluster to refer to the Cluster model based on the manual clusters.

**The ProbCorrect Model.** This previously used model [15] is designed to give a correct/incorrect answer with the same probability as the average of the real students. This model is also similar to the bigram model described in [16]. The answer selection probability can be represented as: $P(A|Q)$. In this equation, Q stands for the tutor question. For each tutor question, we automatically compute the average correctness rate of real student answers from the system logs. Then, following this distribution, a correct/incorrect answer is randomly chosen from the correct/incorrect answer sets for this question. A back-off mechanism was used to smooth the probability.

### 4. Experiments

In Section 4.1, we introduce a new simulation model that captures student knowledge consistency. We also describe a previously used probabilistic model that we compare the new model with. In Section 4.2, we propose a new measure to evaluate the simulation models in terms of user knowledge consistency. In addition, we review previously proposed measures from the literature that we use in the comparison.

#### 4.1. Simulation Models

We train the simulation models from the real corpus we collected. The recognized student utterances in the real dialog corpus are used as the candidate answers for the simulated students.

**The Cluster Model.** This model generates a student answer based on both the content of the tutor’s question and the student’s previous answer to a similar question. The answer selection probability can be represented as: $P(A|KC, c)$. A stands for the simulated student’s action of picking a correct/incorrect answer from the candidate answer set; KC stands for the knowledge component of the tutor’s question; and $c$ stands for the correctness of the student’s answer to the last previous question that requires the same knowledge component.

When there is no previous student answer, the answer selection probability is computed as $P(A|KC)$. In general, this model assumes that a student will have a higher chance to give a correct answer to the question of a cluster in which he mostly answers correctly before, and a lower chance to do so otherwise.

Besides the manual clusters we described in Section 3.1, we also automatically cluster the tutor questions into 20 clusters based on the logical items of the questions in order to investigate how well machine clustering can replace the manual clustering. We use the RBR clustering algorithm provided by CLUTO [14]. We use automatic clusters to refer to these clusters created by machine, and auto_Cluster to refer to the Cluster simulation model based on the automatic knowledge component clusters. We use man_Cluster to refer to the Cluster model based on the manual clusters.

**The ProbCorrect Model.** This previously used model [15] is designed to give a correct/incorrect answer with the same probability as the average of the real students. This model is also similar to the bigram model described in [16]. The answer selection probability can be represented as: $P(A|Q)$. In this equation, Q stands for the tutor question. For each tutor question, we automatically compute the average correctness rate of real student answers from the system logs. Then, following this distribution, a correct/incorrect answer is randomly chosen from the correct/incorrect answer sets for this question. A back-off mechanism was used to smooth the probability.

#### 4.2. Evaluation Measures

**Knowledge consistency measures.** Since we believe student knowledge consistency is an important feature to characterize realistic behaviors and learning curves can visualize this feature, we plot the learning curves for the simulated corpora to compare with the curve observed in the real corpus. If the simulation can model the student learning exactly as what we observed in real data given the knowledge components we defined, the simulated learning curve should mirror the observed learning curve. We use the $R^2$ to measure the goodness-of-fit between each simulated curve and the real curve. We also report the adjusted $R^2$ since it is believed to be more accurate for allowing the degrees of freedom to be associated.

**Previously proposed Evaluation Measures.** [17] propose a comprehensive set of measures to evaluate simulation models. We also compare the models proposed in Section 4.1 using the subset of the measures that are applicable to our data as in our previous study [15]. We use high-level dialog feature measures including the number of student turns (Sturn), the number of tutor turns (Tturn), the number of words per student turn (Swordrate), the number of words per tutor turn (Tworrate), the ratio of system/user words per dialog (WordRatio), and the percentage of correct answers (cRate).

### 5. Results

We let both of the described simulation models interact with the ITSPOKE system, generating 500 dialogs for each model. This provides us with simulated corpora of comparable size to previous studies [17] that compare simulated and real corpora.

We first evaluate with respect to the previously used measures. In Figure 2, the x-axis shows the evaluation measures;
the y-axis shows the mean for each corpus normalized to the mean of the real corpus. The error bars show standard deviations of the mean values. We can tell how different two corpora are from the overlapping between the error bars. The less overlapping the error bars, the greater the difference between the two corpora. We can see that all the models do not significantly differ from the real students on all the measures, which suggests that they can all simulate realistic high-level dialog behaviors.

Then, we evaluate the simulation models with respect to our new knowledge consistency measure. Table 3 shows the \( R^2 \) and adjusted \( R^2 \) value of the simulated curves. The first row lists the name of the models. A higher \( R^2 \) or adjusted \( R^2 \) implies that the simulation models student knowledge consistency better. We can see that both the man_Cluster model and the auto_Cluster model outperform the probCorrect model. When using automatic clusters, the adjusted \( R^2 \) performance of the Cluster model decreases relatively 53.2%.

In summary, although the three models perform equally well when measured by high-level dialog features, they show quite different abilities in modeling knowledge consistency. This implies that the knowledge consistency measure is different from the previously used dialog metrics and can be used to distinguish different simulation models.

6. Conclusions and Future Work

Modeling realistic user behavior is very important for applying user simulation to dialog system development. Instead of depending on fixed user goals as in information-providing dialogs, we propose a knowledge consistency model to simulate consistent user behaviors when no clear user goal can be defined. We investigate two variations of this model: one using manually tagged knowledge components, and the other using automatically detected knowledge components. We first evaluate the new models on the dialog behavior level, using previously used measures. Our results demonstrate that the new models as well as a previously proposed probabilistic model do not significantly differ from real users when tested on these measures. In addition, we propose a new knowledge consistency measure to evaluate the simulated user behaviors on the cognitive level. Our comparisons show that the new models outperform the probabilistic model when using either the manual or the automatic clusters, although using the manual clusters gives better performance.

This study is an attempt to simulate consistent user behaviors based on user knowledge consistency rather than fixed user goals. User knowledge can be much broader than the understanding of knowledge components in tutoring dialogs. In user training dialogs, a knowledge consistency model could be used to simulate user’s learning and forgetting of speech commands, which are also believed to follow well-known mathematical models [9].

In the future, we intend to explore other ways of constructing a knowledge consistency model, for example, constructing the model based on the learning curve observed in the real user corpus, or taking into account the user’s previous performance in a longer time period. We would also like to examine the utility of modeling user cognitive behavior consistency in the information-providing dialogs.
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