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Abstract. As a crucial issue in computer network security, anomaly detection is 
receiving more and more attention from both application and theoretical point 
of view. In this paper, a novel anomaly detection scheme is proposed. It can de-
tect anomaly network traffic which has extreme large value on some original 
feature by the major component, or does not follow the correlation structure of 
normal traffic by the minor component. By introducing kernel trick, the non-
linearity of network traffic can be well addressed. To save the processing time, 
a simplified version is also proposed, where only major component is adopted. 
Experimental results validate the effectiveness of the proposed scheme. 

1   Introduction 

Intrusion detection has received great attention from researches in the past years [5], 
[6]. It has been widely recognized that a malicious intrusion or unauthorized use 
could cause severe damages [11], [13]. According to [2], an intrusion can be defined 
as �any set of action that attempts to comprise the integrity, confidentiality or avail-
ability of information resources�. Existing intrusion detection methods can be classi-
fied into two categories [13]: misuse detection [8], [9] and anomaly detection [11], 
[13]. Compared with misuse detection, anomaly detection does not need any prior 
knowledge of attack, and therefore can detect novel attack types. With the develop-
ment of Internet, it has become a crucial issue from both application and theoretical 
point of view [5], [6]. 

Almost, if not all, existing anomaly detection methods are based on the following 
assumption [5], [6], [11], [13]: the network traffic with attack has different statistical 
character compared with that without attack. The main difficulties of anomaly detec-
tion lie in two aspects. On one hand, there are a lot of different kinds of attacks. For 
example, the authors in [4] identified five cases where anomalies present in attack 
traffic, including user behavior, bug exploits, response anomalies, bugs in the attack 
and evasion. The statistical nature of attack traffic might vary dramatically through-
out different attack types. On the other hand, even for the normal traffic, its statistical 
nature is very complex. Two of the most important discoveries of the statistics of 
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anomaly Internet traffic over the last ten years are that Internet traffic exhibits self-
similarity [3], [7], [12] (in many situations, also referred as long-range dependence) 
and non-linearity [1], [12]. The diversity of attack types and the complex statistical 
nature of network traffic make highly accurate anomaly detection very difficult. 

In the past years, many methods have been proposed for anomaly network traffic 
detection. Statistical-based techniques build a norm profile and make use of statistical 
tests to perform anomaly detection [5]. A representative work in this category is 
based on chi-square [15]. More recently, researchers have applied machine learning 
technique to anomaly detection (See [6] for a detailed review). For example, the au-
thors in [13] proposed using One-Class Support Vector Machine (OCSVM); the au-
thors in [11] proposed a robust principle component classifier (PCC) for anomaly 
detection and the experimental results on KDD-99 dataset showed its superiority over 
existing methods. However, as a linear dimension reduction method, PCC cannot 
capture the non-linearity of network traffic, and therefore, its effectiveness might be 
compromised. 

To deal with the non-linear nature of Internet traffic, in this paper, we introduce 
kernel trick into principle component classier (PCC) and propose a novel anomaly 
network traffic detection scheme, namely kernel principle component classifier 
(KPCC). Like PCC, KPCC can detect anomaly network traffic which has extreme 
large value on some original feature by the major component, or does not follow the 
correlation structure of normal traffic by the minor component. As a non-linear di-
mensionality reduction method, Kernel PCA ensures that the non-linear nature of 
network traffic can be well addressed. However, PCC cannot achieve this goal. We 
also proposed a simplified version of KPCC (SKPCC), in which only major compo-
nent is used. In SKPCC, the processing time for solving eigen-problem can be greatly 
reduced since only the first several eigen-values and eigen-vectors are needed, which 
is a desirable property for real applications. Experimental results on DARPA 1999 
dataset demonstrate the effectiveness of the proposed methods. 

The rest of this paper is organized as follows: in Section 2, we present our Kernel 
Principle Component Classifier in detail; experimental results are given in Section 3; 
finally, we conclude the paper in Section 4. 

2   Kernel Principle Component Classifier 

2.1   Notation 

Let { , 1, , } m
iX i N R= ∈!  the training set and m

testX R∈  a testing sample; 
Let ,( ( , ))i j i jK k x x=  the dot product matrix defined on training set by a certain type 

of kernel [10], [14]. Let {( , ); 1, , }i ie i Nλ = !  be the eigen-spectrum of K , where is iλ  

is the thi  largest eigen-value and ie  is the corresponding eigen-vector; 

Let 1[ , , ]p T
i i iY y y= !  be the principle component of iX  ( 1, , )i N= ! , where 

( 1, , )jy j p= !  is the thj  principle component. Similarly, Let 1[ , , ]p T
test test testY y y= !  be 

the principle component of testX ; 
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Let ( 1, , )j j qλ = !  and be the major eigen-value, and 
1

( )
jq
i

maj i
j j

yC X
λ=

=∑  the major 

component of iX . Let ( 1, , )p r j j rλ − + = !  and be the minor eigen-value, and 

1

( )
jr
i

min i
j p r j

yC X
λ= − +

= ∑  the minor component of iX . 

2.2   Architecture 

Like in [13], our system contains three modules as shown in Fig. 1: 

♦ The collection module sniffs network traffic to 1) form the training set 
{ , 1, , }iX i N= ! , where all traffic are normal and 2) prepare a testing sample testX . 

♦ The training module generates KPCC or SKPCC by the training set. 
♦ The Testing module determines whether or not the testing sample testX  is attack. 

Training 

Collection 

Testing 

 
Fig. 1. Architecture of the proposed system 

2.3   Algorithm 

The network traffic is likely to be an attack if its statistical nature is different from 
those normal ones. In KPCC, it indicates that such traffic whether 1) has extremely 
large value on some of its original feature; or 2) it does not the correlation structure of 
normal traffic. While the former character can be capture by the major component, 
the latter can be described by the minor component [11]. Based on the above observa-
tion, KPCC can be designed as follow: 

KPCC for anomaly traffic detection 

♦ If 1
1

( )
jq
test

maj test
j j

yC X c
λ=

= >∑ , or 2
1

( )
jr
test

min test
j p r j

yC X c
λ= − +

= >∑ , testX  is an attack; 

♦ Else testX  is a normal traffic. 

Where 1c  and 2c parameters, which can be determined by the specified false alarm 
rate ( 1α  and 2α ) from the training set: 

( )1 1( ) |maj i iP C X c X is normalα = > ; and ( )2 2( ) |min i iP C X c X is normalα = > . 

If the dot product matrix ,( ( , ))i j i jK k x x=  is replaced by the correlation matrix of 

{ , 1, , } m
iX i N R= ∈! , KPCC is degraded into PCC. However, unlike in PCC, the non-

linearity within network traffic can be well described by kernel trick in KPCC. 
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Note that, in both PCC and KPCC, we need to get the complete eigen-spectrum to 
get the minor component. When the dimension is high, which is often the case for a 
real problem, the processing time might be much high. To address this issue, we also 
propose a simplified version of KPCC (SKPCC), in which only major component is 
used: 

SKPCC for anomaly traffic detection 

♦ If 1
1

( )
jq
test

maj test
j j

yC X c
λ=

= >∑ , testX  is an attack; 

♦ Else testX  is a normal traffic. 

3   Experimental Results 

DARPA 1999 data (http://www.ll.mit.edu/IST/ideval) is used to evaluate the per-
formance of KPCC and SKPCC. The data in the first week is attack free, while that in 
second week contains various types of attack as listed in Table 1. As in [13], we use 
the inside-tcpdump dataset in the first week as the training set, and that in the second 
week as the testing set. To perform a fair comparison, the same types of statistics in 
[13] are adopted as listed in Table 2, which are generated by TCPSTAT 
(http://www.frenchfries.net/paul/TCPSTAT). 
 

Table 1. Attack information in the second week 

Day Attack Destination Start Time End Time 
Portsweep 172.16.114.50 21:44:15 22:11:11 
Mailbomb 172.16.112.50 03:25:10 03:35:06 Tue 
Ipsweep 172.16.112.0/23 02:05:13 02:29:14 

Satan 172.16.114.50 01:02:09 01:04:38 
Mailbomb 172.16.112.50 02:44:13 02:54:08 Wed 
Ipsweep 172.16.112.0/23 09:17:04 09:29:13 

Satan 172.16.114.50 22:33:20 22:35:37 
Portsweep 172.16.114.50 23:50:07 00:07:31 
Neptune 172.16.114.207 00:04:12 00:07:37 

Thu 

Ipsweep 172.16.112.0/23 05:36:06 05:39:33 
Neptune 172.16.114.50 00:20:11 00:23:36 Fri 

Portsweep 172.16.112.50 06:13:02 06:25:06 

Table 2. Traffic statistics used in KPCC/SKPCC 

TCPSTAT Output Options Traffic Statistics 
%C # of ICMP packets 
%T # of TCP packets 
%U # of UDP packets 
%a Mean of packet size 
%d Deviation of packet size 
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There are a set of parameters and operations that need to be set in KPCC and 
SKPCC: 
♦ p  is set so that the major eigen-value accounts for 50% of the total variance; 
♦ r  is set so that the minor eigen-value accounts for 0.02% of the total variance; 
♦ The duration to generate the traffic statistics is set to be 300s; 
♦ RBF kernel is adopted to formulate the dot product matrix ,( ( , ))i j i jK k x x= , that 

is, 
2

( , ) exp( )i j
i j

x x
k x x

σ
−

= , where 1σ = ; 

♦ 1 2α α= ; 1 2α α+  is the total specified false alarm rate. 
The receiver operating characteristic (ROC) curve on the testing set by KPCC and 

SKPCC is plotted in Fig. 2. It is compared with that by OCSVM [13], and PCC [11]. 
The recall and precision by KPCC are given in Table 3, with specified total false 
alarm rate 10%. 

 

 

Fig. 2. ROC curve on the testing set by different anomaly detection schemes 

Table 3. Recall and Precision of KPCC (10% total specified false alarm rate) 

           Predicted 
Actual Attack Normal Recall 

Attack TP=29 FN=5 85.3% 
Normal FP=193 TN=1058 84.6% 
Precision 13.1% 99.5%  

4   Conclusion 

In this paper, we have proposed a novel anomaly network traffic detection scheme, 
namely kernel principle component classifier (KPCC). KPCC can capture two kinds 
of anomaly traffic, which have some extremely large values on some original feature, 
or do not follow the correlation structure of normal traffic. By introducing kernel 
trick into existing PCC, KPCC can well address the non-linearity of network traffic. 
To save the processing time, a simplified version of KPCC is also proposed, where 
only major component is used. Experimental results demonstrate the effectiveness of 
the proposed scheme. Future work includes: 1) investigating other kinds of kernel in 
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KPCC (SKPCC); 2) exploring other traffic statistics; 3) exploring the relationship 
between KPCC (SKPCC) and spectral methods. 
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