A Model of Human Muscle Energy Expenditure
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A model of muscle energy expenditure was developed for predicting thermal, as well as mechanical energy liberation during simulated muscle contractions. The model was designed to yield energy (heat and work) rate predictions appropriate for human skeletal muscle contracting at normal body temperature. The basic form of the present model is similar to many previous models of muscle energy expenditure, but parameter values were based almost entirely on mammalian muscle data, with preference given to human data where possible. Nonlinear phenomena associated with submaximal activation were also incorporated. The muscle energy model was evaluated at varying levels of complexity, ranging from simulated contractions of isolated muscle, to simulations of whole body locomotion. In all cases, acceptable agreement was found between simulated and experimental energy liberation. The present model should be useful in future studies of the energetics of human movement using forward dynamic computer simulation.
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INTRODUCTION

Computer simulation of human movement using multiple-segment, multiple-muscle models has become commonplace over the last decade. Most models use some form of the standard two- or three-element Hill-type muscle model [1–3], which allow for a straightforward assessment of the mechanical energetics of the activity being studied. Unfortunately, thermal energy liberation cannot be effectively predicted using the standard Hill-type models. Hill [4] initially suggested that the constant “a” and “b” in his force-velocity equation bore a broader energetic significance, however, these relations have not turned out to be true in general [5,6]. Thus, Hill-type muscle models do not allow for a complete description of the energetics of muscle contraction. An estimate of the total energy (thermal plus mechanical) liberated during a simulated activity would be useful, as minimization of metabolic energy expenditure is believed to be an important criterion for human and animal locomotion [7]. To this end, many models of muscle energy liberation have been developed [8–21], most for use in conjunction with a mechanical muscle model.

The general form of a muscle energetics model can be derived from a straightforward application of thermodynamic principles to biological systems [22]. While a generic muscle energy model can be readily formulated, a major challenge is the determination of appropriate parameter values and scaling relations. Many of the models proposed to date rely heavily on data from amphibian muscle [8,9,12,13,17–20], which has a considerably greater energy rate than mammalian muscle even when expressed in normalized form [5,23]. These models also suffer from uncertainties regarding scaling of data collected at low temperatures to normal body temperature. Other models do not adequately account for heat production during muscle lengthening [8,10,14,15,17], despite the prevalence of eccentric muscle activity in human movement. Some alternative models avoid many of these problems [11,16], but are not formulated in a manner that can be incorporated into the multiple-muscle musculoskeletal models commonly used in computer simulations.

A common assumption used in models of muscle energy production [12,13,17–20] is that energy output at submaximal activation is simply a linearly scaled down version of energy output at full activation (i.e. constant economy of isometric force production is assumed). Other models predict that force production is relatively less costly at low activation than at high activation [8,15]. However,
most of the available evidence suggests that energy rates at low muscle activation are actually higher than would be expected given a linear scaling with activation [21,24–29]. Another factor not accounted for by current models is that the so-called “shortening heat” [4] that is present at full activation is markedly suppressed when shortening occurs during submaximal contractions [21,25–27]. Such activation-dependent phenomena should be incorporated into models of muscle energy expenditure, as most activities in which energy expenditure is considered important are performed submaximally. Additionally, very few models [8–10,15] have accounted for between-muscle fibre type differences, despite human fast twitch (FT) muscle fibres have an energy rate four to six times greater than human slow twitch (ST) fibers [23,24].

Perhaps the greatest criticism that can be lodged against existing models is that most have not been adequately evaluated to demonstrate that they yield reasonable predictions of human energy output for a variety of contractile conditions. Estimates of muscle heat production during isometric contractions in humans were first published in the 1940s [30], and have been commonly available for the last 25 years [24,28,29,31]. Surprisingly, very few investigators [15] have compared the output of their models with any of these data. Recently, precise measures of human muscle heat production have also been reported during dynamic contractions [32], which allows for a more complete evaluation of model performance.

The purpose of this study was to develop and evaluate a phenomenological model of skeletal muscle energy expenditure for use with a Hill-type muscle model. The major objective was that the model be appropriate for predicting human muscle energy expenditure over the full activation range, and for varying contractile conditions. The model was based almost entirely on mammalian muscle data, with preference given to human data where possible. We also tried to avoid scaling model output by assigning (or fitting) parameter values that could not be justified from basic experimental data. Predications from the model were evaluated by performing simulations at three levels of complexity: isolated muscle actions, single joint motion and whole body movement.

MODEL DERIVATION

Mechanical Muscle Model

In the present study, a modification of the Hill-type muscle model described by van Soest and Bobbert [1] was used. The model was modified to better account for: (1) force production at submaximal activation and (2) effects of between-muscle fibre type differences. The model consisted of a contractile element (CE) and a series elastic element (SEE). When modeling complete muscle-joint systems, parallel elastic effects were lumped at the joint level with other passive structures [2]. Only the current modifications to the model will be covered in detail. A full description of the basic model can be found in Ref. [33].

The right hand side of the force–velocity equation was originally scaled by van Soest and Bobbert [1] by a quantity FACTOR = min(1, 3·33·ACT) which makes maximal CE velocity \( V_{\text{CE(MAX)}} \) depend on ACT when muscle active state is low. With this approach \( V_{\text{CE(MAX)}} \) is constant unless ACT is below 30% of maximum, which is not consistent with human muscle data [34,35]. To better represent the difference in \( V_{\text{CE(MAX)}} \) on muscle activation, we scale \( a_{\text{REL}} \) by a quantity \( A_{\text{FACTOR}} = \text{ACT}^{-0.3} \) which reduces \( V_{\text{CE(MAX)}} \) at submaximal activation in approximately the same manner as observed by Chow and Darling [34]. This latter approach to scaling \( a_{\text{REL}} \) is essentially the same as reported by Hatze and Buys [15] and requires a non-zero resting active state. At very low activation (e.g. \( \text{ACT} = 0.05 \)), when primarily ST fibres would be recruited, \( V_{\text{CE(MAX)}} \) is reduced by a factor of about 2.5, which is consistent with the difference in \( V_{\text{CE(MAX)}} \) usually reported between ST and FT fibres in mammalian muscle [36–38]. The progressive increase in \( V_{\text{CE(MAX)}} \) with increasing activation caused by \( A_{\text{FACTOR}} \) is thought to be due to recruitment of faster motor units according to the size principle [34].

The normalized Hill constants \( a_{\text{REL}} (= a/F_{\text{MAX}}) \) and \( b_{\text{REL}} (= b/L_{E(OPT)} \) determine the shape of the force–velocity curve and maximal shortening velocity, and consequently affect the power that can be generated for a given maximal isometric force \( F_{\text{MAX}} \). The Hill constants also determine the shortening speed at which power output is maximal. When many muscles are to be modelled simultaneously, the common approach has been to assign all muscles the same normalized Hill constants [1,3]. This assumes that all muscles have the same \( V_{\text{CE(MAX)}} \) and same shaped force–velocity curve, regardless of fibre type composition. A similar \( V_{\text{CE(MAX)}} \) in all modelled muscle seems appropriate, based on the knowledge that nearly all human muscles are of mixed fibre type [39], and a muscle will exert tension until it reaches \( V_{\text{CE(MAX)}} \) of its fastest fibres [3,40]. On the other hand, assuming that all muscles have the same shaped force–velocity curve is not as reasonable. Given the much lower power capability of ST fibres, one would expect a muscle with more ST fibres to have a force–velocity relation with more curvature than a muscle with more FT fibres. Winters and Stark [41] have described a simple means for determining \( a_{\text{REL}} \), based on whole muscle fibre type composition

\[
a_{\text{REL}} = 0.1 + 0.4(\%\text{FT}/100)
\]

where \%FT is the percentage of FT fibres (Type IIa and IIb). Application of Eq. (1) allows for a more appropriate representation of differences in the power capabilities of muscles with varying fibre type compositions, both within (m. soleus vs. m. rectus femoris) and between
individuals (endurance athlete vs. power athlete). The \( B_{\text{REL}} \) constant is then determined from the relation

\[
B_{\text{REL}} = A_{\text{REL}} \bar{V}_{\text{CE(MAX)}}
\]

where \( \bar{V}_{\text{CE}} = V_{\text{CE}}/L_{\text{CE(OPT)}} \) is expressed in \( L_{\text{CE(OPT)}} \). A value of 12 \( L_{\text{CE(OPT)}} \) is used for \( V_{\text{CE(MAX)}} \) in the present study, which is comparable to values used in similar muscle models (10–13 \( L_{\text{CE(OPT)}} \); 1,341) and is consistent with recent in vivo estimates of \( V_{\text{CE(MAX)}} \) in human muscle [42].

Delays between the input of an idealized neurocontrol signal (STIM) and the development of muscle active state (ACT) were modelled as a first-order process [43]. The two rate constants \( (c_1, c_2) \) in the differential equation describing activation dynamics are related to the activation and deactivation time constants by

\[
c_1 = \frac{1}{\tau_{\text{ACT}}} - c_2 \quad \text{and} \quad c_2 = \frac{1}{\tau_{\text{DEACT}}}. \tag{3}
\]

Time constants for activation and deactivation have also commonly been assumed to be the same for all muscles in large dimensional models, but can be personalized by scaling with muscle fibre type distribution. Our formulation for determining time constants based on fibre type distribution is founded in the knowledge that there is a similar ratio of the time course of activation dynamics to \( V_{\text{CE(MAX)}} \) across mammalian muscles of different fibre types [3,44]. Assuming again that the \( V_{\text{CE(MAX)}} \) ratio for FT to ST fibres is 2.5:1, we use the following empirical relation to determine time constants for activation (\( \tau_{\text{ACT}} \)) and deactivation (\( \tau_{\text{DEACT}} \)):

\[
\tau = A_1 - A_2 \times \%\text{FT}, \tag{4}
\]

where \( A_1 = 80 \text{ ms} \) and \( A_2 = 0.47 \text{ ms} \) for \( \tau_{\text{ACT}} \) and \( A_1 = 90 \text{ ms} \) and \( A_2 = 0.56 \text{ ms} \) for \( \tau_{\text{DEACT}} \). This approach is also similar to Winters and Stark [41], but is independent of muscle mass. For muscles of mixed fibre type this approach gives time constants consistent with those used in other studies [45, 46], and also gives active state and muscle force rise and fall times similar to, but slightly faster than reported by van Zandwijk and colleagues [47].

In order to relate mechanical and thermal energy estimates, muscle masses must be known. Muscle mass is related to \( F_{\text{MAX}} \) through the physiological cross sectional area (PCSA). \( F_{\text{MAX}} \) is calculated as

\[
F_{\text{MAX}} = \sigma \text{PCSA} \tag{5}
\]

where \( \sigma \) is specific tension (in Pa) and PCSA is in \( \text{m}^2 \). Muscle mass (kg) is related to PCSA by

\[
\text{mass} = \text{PCSA} pL_{\text{CE(OPT)}} \tag{6}
\]

where \( p \) is muscle density (1059.7 kg m\(^{-3}\) for mammalian muscle [48]) and \( L_{\text{CE(OPT)}} \) is in m. Widely ranging values of \( \sigma \) (0.10–1.00 MPa) for human muscle have been reported in the literature [49,50]. However, several recent in vivo [51,52] and in vitro [23,38,53] estimates of \( \sigma \) for human muscle have been reported between 0.15 and 0.30 MPa, which is consistent with the wealth of data on other mammalian muscles [36,37,54]. Muscle masses in the present model were based on a value of \( \sigma = 0.25 \text{ MPa} \).

**Muscle Energy Expenditure Model**

Following the traditional approach of partitioning muscle energy liberation [5,6,15,19], the total rate of muscle energy expenditure (\( E \)), expressed in Watts per kilogram of muscle tissue (W kg\(^{-1}\)), was represented as the sum of four terms

\[
E = \dot{h}_A + \dot{h}_M + \dot{h}_{\text{SL}} + \dot{w}_{\text{CE}}. \tag{7}
\]

The four terms on the right hand side of Eq. (7) are the activation heat rate (\( \dot{h}_A \)), the maintenance heat rate (\( \dot{h}_M \)), the shortening/lengthening heat rate (\( \dot{h}_{\text{SL}} \)) and the mechanical work rate of the CE (\( \dot{w}_{\text{CE}} \)). The separation of \( \dot{h}_M \) and \( \dot{h}_{\text{SL}} \) into two terms is only a matter of convenience as both are thought to be due primarily to actomyosin interaction, while heat due to activation of muscle (\( \dot{h}_A \)) is believed to be associated primarily with sarcoplasmic reticular ion transport [5,6]. Expressions for the terms on the right hand side of Eq. (7) are first derived for the case of full activation, and then appropriate scaling factors are developed to account for submaximal activation.

**Activation and Maintenance Heat Rate**

Although they likely derive from different sources, \( \dot{h}_A \) and \( \dot{h}_M \) can conveniently be considered together [15]. Bolstad and Erland [24] studied heat production in human muscles of various fibre types in vivo, and developed an expression for the combined (\( \dot{h}_A + \dot{h}_M \)) at full activation as a function of muscle fibre type. For simplicity, \( \dot{h}_M \) will subsequently be used to represent the combined term (\( \dot{h}_A + \dot{h}_M \)). The expression for \( \dot{h}_M \) is linearly related to \%FT fibres (\( r^2 = 0.81 \)) and has the form

\[
\dot{h}_M = 1.28 \times \%\text{FT} + 25. \tag{8}
\]

Thus, theoretical human muscles with 100% FT and 100% ST fibres would have heat rates of 153 and 25 W kg\(^{-1}\), respectively, at maximal isometric activation. This is similar to the FT–ST heat rate ratio observed in other mammals [5].

Experimentally, \( \dot{h}_A \) is usually distinguished from \( \dot{h}_M \) by stretching muscle fibres to such a length that actomyosin interaction is prevented. The heat production remaining at such lengths is considered to represent that portion associated with activating the muscle. The proportion of \( \dot{h}_M \) remaining when actomyosin interaction is prevented varies across species, but is about 40% in mammalian muscle [5,6]. Thus, 40% of \( \dot{h}_M \) is assigned to the activation heat rate and 60% represents the maintenance
heat rate. Recent in vitro estimates of ATP utilization in skinned human muscle fibres [23,55] are generally consistent with our partitioning of \( h_{AM} \). However, these recent results also suggest that the intercept in Eq. (8) may be slightly underestimated, while the slope in Eq. (8) may be overestimated. Fortunately, if the intercept and slope in Eq. (8) are slightly in error, there would still be little effect on the predicted \( h_{AM} \) for a muscle of mixed fibre type.

**Shortening and Lengthening Heat Rate**

During CE shortening, the rate of heat production above \( h_{AM} \) has classically been modelled as the product of a coefficient (\( \alpha_S \)) and \( V_{CE} \) [4]. Hill [56] has shown for frog muscle that the coefficient \( \alpha_S \) actually depends on \( F_{CE} \) rather than being a linear function of \( V_{CE} \). However, shortening heat rates from other species [6], including mammals [36,57], often do show a nearly linear dependence on \( V_{CE} \). Similar results are found for shortening ATP rates in mammalian muscle [58,59]. Our formulation of \( h_{SL} \) during muscle shortening is based on the findings by Barclay et al. [36] that the total heat rate for ST fibres shortening at their maximal velocity (\( V_{CE(MAX-ST)} \)) is approximately 5 times greater than \( h_{AM} \) for ST fibres. However, the total heat rate for FT fibres shortening at their maximal velocity (\( V_{CE(MAX-FT)} \)) is only 1.5–3 times greater than \( h_{AM} \) for FT fibres [36,57]. The shortening heat coefficients for ST and FT fibres are thus calculated as

\[
\alpha_{S(ST)} = \frac{4 \times 25}{V_{CE(MAX-ST)}}
\]

and

\[
\alpha_{S(FT)} = \frac{1 \times 153}{V_{CE(MAX-FT)}}
\]

where \( V_{CE(MAX-ST)} \) is defined by the Hill coefficients \( A_{REL} \) and \( B_{REL} \), and is assumed to be 2.5 times greater than \( V_{CE(MAX-ST)} \). The shortening heat rate is then given by

\[
h_{SL} = -\alpha_{S(ST)} V_{CE}(1 - \%FT/100)
- \alpha_{S(FT)} V_{CE}(%FT/100),
\]

for values of \( V_{CE} \leq 0 \). Little is known about the energetic fate of ST muscle fibres when the whole muscle shortens at greater than \( V_{CE(MAX-ST)} \). In the present model, we assume that the first term on the right hand side of Eq. (11) cannot exceed 100 W kg\(^{-1} \) (i.e. \( \alpha_{S(ST)} V_{CE(MAX-ST)} \)). This is equivalent to assuming that ST fibres continue to liberate energy at their maximal rate if the whole muscle is shortening faster than the maximal velocity of ST fibres. From a practical standpoint, CE velocity is unlikely to exceed \( V_{CE(MAX-ST)} \) during simulations of submaximal activities (e.g. walking, pedalling, etc.), except possibly for very brief periods.

Much less is known about heat production in lengthening muscle, making it harder to develop a physiologically sound expression for the lengthening heat rate. The limited data suggest that the rate of extra heat production in lengthening can also be represented as the product of a coefficient (\( \alpha_L \)) and CE velocity, with a slope somewhat greater than in shortening [6]. Surprisingly good agreement (see “Results” section) with experimental data [16,60] can be obtained by defining a lengthening heat coefficient that is a simple multiple of \( \alpha_S \). The value used for the lengthening heat coefficient,

\[
\alpha_L = 4 \alpha_{S(ST)}
\]

not only yields results that are consistent with isolated muscle data at maximal activation, but also results in a similar sensitivity of total energy rate to load and velocity in submaximal cyclic contractions as was found experimentally in humans by Hawkins and Molé [16]. The lengthening heat rate is then given by

\[
h_{SL} = \alpha_L V_{CE}
\]

when \( V_{CE} > 0 \). Some isolated muscle data suggest that \( \alpha_L \) may be negative for very slow lengthening velocities [6]. However, ATP turnover has actually been reported to increase slightly during slow (6 s\(^{-1} \)) eccentric work in human dorsiflexors, compared with the isometric case for the same force production [61]. Given that muscle activation was probably also lower during the eccentric work, a positive \( \alpha_L \) at all lengthening velocities seems appropriate.

**Mechanical Work Rate**

The mass specific mechanical work rate is given by

\[
\dot{w}_{CE} = -\frac{F_{CE} V_{CE}}{m},
\]

where \( m \) is the mass of the muscle being considered. In general, \( \dot{w}_{CE} \) is not equal to the mechanical work rate of the entire musculotendon unit (\( \dot{w}_{MT} \)), which includes any work done by (or on) the SEE. The distinction between \( \dot{w}_{CE} \) and \( \dot{w}_{MT} \) becomes important when considering efficiency of the CE vs. efficiency of the entire musculotendon unit.

**Scaling Factors**

Scaling factors are needed to account for the length and activation dependence of \( h_{AM} \) and \( h_{SL} \), and the dependence
of total heat rate on the metabolic working conditions (aerobic vs. anaerobic). Both \( h_M \) (60% of \( h_A \)) and \( h_S \) are near maximal at \( L_{CE(OPT)} \) and decrease approximately with the theoretical \( F - L \) curve at lengths beyond \( L_{CE(OPT)} \) [6,62,63]. However, there is little change in either \( h_M \) or \( h_S \) at lengths shorter than \( L_{CE(OPT)} \). To account for the length dependence of \( h_M \) and \( h_S \), both quantities are scaled by the normalized, isometric force–length relation \( (F_{ISO}) \) when \( L_{CE} > L_{CE(OPT)} \).

The major features of submaximal energy expenditure that are incorporated into the model are that \( h_A \) is increased and \( h_S \) is reduced (for shortening velocities) compared with a linear scaling of heat production with activation. The increase in \( h_A \) at low activation is thought to be due at least in part to increased energy turnover associated with force and length oscillations in individual motor units operating at sub-fusion firing frequencies [21,28,29]. Force and length oscillations in individual motor units can occur even if whole muscle force and length are constant, due to the asynchronous nature of motor unit recruitment. The reason for a decrease in \( h_S \) at low activation levels is less clear, but may also be due in part to force and length oscillations at low activation allowing length changes during shortening to be partly taken up by the SEE [21]. Other possible mechanisms for a decrease in \( h_S \) based on cross-bridge kinetics have also been suggested [26,64].

To achieve the appropriate activation dependence, a scaling factor \( A \) that depends on \( STIM \) and \( ACT \) is first defined such that

\[
A = \begin{cases} 
STIM & \text{when } STIM > ACT \\
(\text{STIM} + \text{ACT})/2 & \text{when } STIM \leq ACT.
\end{cases}
\]

which accounts for the rapid rise and slow decay of heat production at the beginning and end of excitation, respectively. Equation (15) is similar to Schutte et al. [20], but incorporates the finding that heat production seems to fall faster than muscle active state [6]. Factors for scaling \( h_A \) and \( h_S \) that depend on \( A \) are then defined such that

\[
A_M = A^{0.6},
\]

and

\[
A_S = A^{2.0}.
\]

A nonlinear scaling of \( h_S \) for lengthening velocities seems likely as well, but at present there are no supporting data. Therefore, \( h_S \) is scaled by \( A_S \) when \( V_{CE} \leq 0 \) and is scaled by \( A \) when \( V_{CE} > 0 \). The exponent in Eq. (16) provides an approximate fit to in vivo human muscle data presented by Saugen and Vollestad [28], while the exponent in Eq. (17) results in substantial suppression of \( h_S \) at low activation levels, consistent with the limited data available from Buschman et al. [25–27] and simulation results of Woledge. [21] In some cases, \( h_S \) has actually been found to be negative [26]. However, based partly on the work by Woledge [21], we suspect that the reduction in shortening heat rate should not be as great in whole muscle as in isolated fibres.

The data on which the model is based were obtained under primarily anaerobic conditions. The intended applications, on the other hand, will mainly be simulation of submaximal, steady-state activities, representing aerobic working conditions. The total heat rate \( (h_M + h_A + h_S) \), therefore, needs to be scaled up to account for the greater heat liberation per mole ATP when resynthesis occurs via aerobic vs. anaerobic pathways [65–67]. Theoretically, the molar enthalpy change would be greater by a factor of two when ATP is resynthesized via oxidative pathways (72 kJ mol ATP\(^{-1}\)) rather than by a net breakdown of phosphocreatine (35 kJ mol ATP\(^{-1}\)). Given that the circulation-occluded contractions on which the current model parameters are based [24] surely involved a mix of phosphocreative and glycolytic (65 kJ mol ATP\(^{-1}\)) energy production, and no submaximal activity is “purely” aerobic, a factor lower than two seems appropriate. Based on the in vivo human muscle data reported by González-Alonso et al. [32], we define a scaling factor \( S \), where \( S = 1.0 \) for primarily anaerobic conditions and \( S = 1.5 \) for primarily aerobic conditions.

**Total Energy Rate**

The total rate of energy liberation for a muscle in W kg\(^{-1}\) total muscle mass is obtained from the following equation:

\[
E = \dot{h}_A A_M S \\
+ \left\{ \begin{array}{ll}
-\alpha_{V(CE)} (1 - \% FT/100) - \alpha_{V(FT)} V_{CE} (\% FT/100) & A_S S \quad \text{if } V_{CE} \leq 0 \\
\alpha_L V_{CE} A_S & \quad \text{if } V_{CE} > 0 \\
-(F_{CE} V_{CE})/m
\end{array} \right.
\]
where the term \((-\alpha_{ST}) V_{CE}(1 - \%FT/100)\) can not exceed \((\alpha_{ST} V_{CE\,MAX-ST})\). Finally, the total heat rate is not allowed to fall below 1.0 W kg\(^{-1}\) when muscle active state is very low. This last condition approximates the resting energy rate for human skeletal muscle in vivo [68].

**MODEL EVALUATION**

The muscle energetics model was evaluated by generating computer simulations of isolated muscle contractions, single joint actions, and bipedal walking. The musculoskeletal model of Gerritsen et al. [45] was used in all simulations, with modifications made to the muscle model as described in the previous sections. Relevant parameter values for the muscles are given in Table I. Optimisations of muscle excitation patterns for the isolated muscle and single joint models were performed using a nonlinear simplex algorithm (MATLAB Optimization Toolbox, The MathWorks Inc., Natick, MA). Optimization for the walking model was performed using a modified version [69] of the global optimisation algorithm by Bremermann [70]. Model state equations were integrated using an Adams-type, predictor–corrector method with variable order and step size [71], and quadrature was performed using a spline-based routine [72].

**Isolated Muscle Actions**

Computer simulations were generated for isovelocity shortening and lengthening of all muscles from the plateau of a maximal isometric tetanus. The simulations were designed to be similar to protocols used to test isolated muscles [36]. The effects of the SEE were removed so that CE velocity would be equivalent to the externally imposed velocity. Simulations were also generated of isolated muscles undergoing cyclic contractions. Muscle excitation (STIM) onset and offset were optimised to produce maximal average power output over the course of a full shorten-lengthen cycle, as in the experiments performed by Barclay [54]. STIM amplitude was set to 1.0 during excitation and 0.0 during relaxation. SEE effects were included for the cyclic contractions.

**Single Joint Motion**

Planar, forward dynamic computer simulations of the seated knee extension/flexion task employed by González-Alonso et al. [32] were used to evaluate the model at the level of a single joint system. The knee joint centre is fixed relative to the crank arm axis in this experimental set up [73], thus the motion can be simulated as a four bar linkage. The right leg of the musculoskeletal model was oriented with the thigh segment horizontal and fixed in space. The shank segment was free to rotate at the knee joint, and the ankle joint was locked. Segments representing the ergometre crank arm and connecting rod completed the four bar linkage. Frictional and inertial loads consistent with a standard bicycle ergometre flywheel [74] were applied to the crank arm segment.

Muscle excitation patterns (onset, offset and amplitude) to mm. vasti and m. rectus femoris were optimised to produce cyclic knee extension and flexion over the range of joint angles from 80 (flexed) to 170\(^\circ\) (extended) at an average power output of 30.7 W kg\(^{-1}\) quadriceps muscle mass and a rate of 1 Hz [32]. Three complete cycles of motion were simulated, with the third cycle being subjected to analysis. The objective function was formulated to generate this movement pattern with minimal negative muscle work. The basis for the negative muscle work criterion was that the experimental protocol...
[32,73] involved training subjects to perform the movement by contracting the quadriceps during the extension phase, relaxing the quadriceps on the flexion phase, and minimizing recruitment of the hamstrings at all times. The model was run using the optimised excitation patterns with $S = 1.0$ and again with $S = 1.5$ to simulate primarily anaerobic and aerobic metabolic conditions, respectively.

### Locomotion

Planar, forward dynamic computer simulations of human walking were generated to evaluate the muscle energy model in a whole body activity. Walking is an especially relevant activity to use, as minimization of energy expenditure has long been associated with self-selected walking patterns [7]. One full step of walking was simulated, with muscle excitation patterns optimised using a criterion similar in form to Anderson and Pandy [9]. Muscle excitation patterns for each muscle were represented by three consecutive blocks, described by switching times and amplitudes (7 parameters per muscle). Muscle excitation parameters were sought that minimized differences between the final and initial states of the skeleton (segment angles and angular velocities), taking into account side-to-side differences, while simultaneously minimizing the energy expended per unit distance travelled. Initial segment velocities were included as optimisation parameters to allow the final motion to be consistent with the optimised muscle excitation patterns.

To account for whole body metabolism, the proportion of total body mass not represented by the modelled muscles was assumed to simulate primarily anaerobic and aerobic metabolic conditions, respectively.

### RESULTS

#### Isolated Muscle Actions

Result for the isolated muscle simulations are presented in Figs. 1–4, along with corresponding data from the literature. In most cases the results are shown for m. soleus (20% FT fibres) and m. rectus femoris (65% FT fibres), as these two muscles represent the extremes of fibre type distribution in the model. The dependence of force, power, total energy rate and mechanical efficiency on shortening velocity for m. soleus and m. rectus femoris during isovelocity ramps are shown in Fig. 1, with data from Barclay et al. [36] provided for comparison. The general pattern for each of these variables was very similar in all muscles, but a number of differences can be seen that depended on the fibre type composition of the muscle. The dependence of work, heat, and total energy output on lengthening velocity are likewise shown for m. soleus and m. rectus femoris in Fig. 2, in conjunction with results from Constable et al. [60]. The work shown in Fig. 2 is work done on the CE, and is roughly twice the heat produced by the muscles at all lengthening speeds above $0.2 V_{\text{MAX}}$. The accumulated work, heat and total energy in a series of three cyclic contractions for m. soleus and m. rectus femoris are shown in Fig. 3, contrasted with similar data from Barclay [54]. Work production was comparable to heat production for m. soleus, but was lower for m. rectus femoris. The dependence of total energy rate on force production in cyclic shortening and lengthening contractions at the same cycle rate is shown in Fig. 4 for mm. vasti. Note that for the same force production, muscle active state was lower for cyclic lengthening contractions than shortening contractions. Comparable in vivo estimates for humans made by Hawkins and Molé [16] are shown for comparison. Energy rate was approximately four times more sensitive to force production in concentric cyclic contractions than in eccentric cyclic contractions. Unlike the case for large-amplitude isovelocity lengthening at full activation, the net energy output was always positive for submaximal eccentric cyclic contractions.

#### Single Joint Motion

The knee extension/flexion simulations reproduced the motion pattern reported for the subjects in González-Alonso et al. [32]. Work was performed at almost the same average rate (30.6 W kg$^{-1}$), with very little negative muscle work ($<1$ W kg$^{-1}$), and at the same cycle rate (1 Hz) as the subjects. With the scaling factor $S$ set to 1.0 (anaerobic conditions), the model quadriceps liberated energy at a rate of 61.5 W kg$^{-1}$, compared with 57.9 to 67.4 W kg$^{-1}$ over the course of the first 30 s epoch for the subjects. During this time interval anaerobic sources represented more than 70% of the total energy turnover in the subjects’ quadriceps muscles [32]. With $S$ equal to 1.5 (aerobic conditions), the quadriceps energy rate for the model was 77.0 W kg$^{-1}$, compared with 78.1 to 81.8 W kg$^{-1}$ over the time interval from 60 to 150 s for the subjects. In these later epochs anaerobic sources contributed less than 20% to total energy turnover in the subjects’ quadriceps muscles.

### Locomotion

The model walked one full step (right heel-strike to left heel-strike) at an average speed of 1.2 m s$^{-1}$. Muscle active state profiles arising from the optimised muscle excitation patterns exhibited good agreement with experimental EMG data (Fig. 5A) and resulted in a smooth, normal looking walking pattern (Fig. 5B). The whole-body rate of energy expenditure (including non-involved tissues) was 4.4 W kg$^{-1}$, compared with a typical range of values from 4.0 to 4.3 W kg$^{-1}$ reported for humans walking at the same speed (reviewed in Ref. [75]).

### DISCUSSION

The purpose of this study was to develop a model of muscle energy expenditure for use with a Hill-type muscle...
model that would yield valid predictions of energy expenditure for human muscle at varying degrees of activation and under a wide variety of contractile conditions. To this end, model parameter values were based almost exclusively on mammalian data, giving preference to human data where available, and nonlinear phenomena related to submaximal activation were incorporated. Overall, the results showed reasonable predictions of energy expenditure when simulating human muscular activity at varying levels of complexity.

The dependence of force, power, energy rate and mechanical efficiency shown in Fig. 1 are similar to general trends in the results presented by Barclay et al. [36] for mouse skeletal muscle. In most cases, the differences between a primarily ST muscle (m. soleus) and a mostly FT muscle (m. rectus femoris) were consistent with, but intermediate to, differences found between purely ST and FT muscle fibres. Mass specific power output for m. rectus femoris was greater than for m. soleus, and peaked at a slightly higher shortening velocity. The mass specific total energy rate was substantially higher for m. rectus femoris than for m. soleus at intermediate shortening velocities, but this difference was greatly reduced at $V_{\text{MAX}}$. This is due to the shortening heat coefficient being much higher, in relative terms, for ST fibres than FT fibres [36]. The model also captured subtle differences in the shape of the experimental efficiency curves for ST and FT muscles. The efficiency curve for m. soleus had a sharper peak than m. rectus femoris, and this peak occurred at a slower shortening velocity. Peak efficiency in both muscles was
about the same, which is also consistent with the experimental data. While our primary comparisons are with the work by Barclay and colleagues [36], model results are also generally consistent with data from other mammalian species obtained using very different experimental techniques [58,59].

Although the model results shown in Fig. 1 are qualitatively similar to data from other mammalian muscles, the power, energy rate and mechanical efficiency were all higher in the model. While there is no reason to believe that human and mouse skeletal muscle have the same mass specific energy rates (mechanical or thermal), much of

FIGURE 2 Dependence of work, heat and total energy on CE lengthening speed during simulated and experimental isovelocity stretches. Simulation data are shown for soleus (20% FT fibres) and rectus femoris (65% FT fibres), while experimental data are from Constable et al. [60] for mouse ST and FT muscle fibre bundles. The work shown is work done on the CE, and is about twice the heat produced at most lengthening speeds. Except at slow speeds, results are similar for both muscle fibre types.

FIGURE 3 Work, heat and total energy liberation during simulated and experimental cyclic concentric contractions. Simulation data are shown for soleus (2 Hz) and rectus femoris (2.5 Hz), while experimental data are from Barclay [54] for mouse ST (3 Hz) and FT (6 Hz) muscle fibre bundles. Data are shown for each muscle at the cycle rate for which power output was greatest. Regardless of cycle rate, muscle excitation was timed to maximize net power over the full contraction–relaxation cycle at that speed.
the difference can be explained by the fact that the data from Barclay et al. [36] were collected at 21°C, while the model is based on data from human muscle at normal body temperature. There were also some differences between simulated and experimental data in the shapes of the curves. This may be because we were modelling whole muscles of mixed fibre type, while the experimental data came from homogeneous isolated fibre bundles. Differences in peak efficiencies between model and experimental data, which should be less temperature dependent, were quite large (over 0.60 for the model vs. 0.30 in the mouse muscles), and are worthy of further comment. Efficiencies shown in Fig. 1 represent “initial mechanical efficiencies” [36], and are defined as work/(heat + work) during the period of shortening only. Energy expended in recovery that occurs during or after contraction is not included. Thus, the model was set to the anaerobic mode for these simulations. If the same simulations are run in aerobic mode peak efficiencies are reduced to 0.50, and if a post contraction recovery heat [6] is included one obtains still lower efficiencies that are consistent with data from Hawkins and Molé [16].

A peak efficiency of 0.50 is considerably higher than the commonly cited value for humans of 0.25. However, there are many accounts in the literature of efficiency values ranging from 0.30 to 0.56 for human muscle [32, 76, 77]. Unfortunately, there are no studies of isovelocity or cyclic contraction in isolated human muscle fibres that reported both mechanical and thermal data to compare our results with. When human and rodent muscle fibres have been tested under the same conditions, human muscle is found to be 1.1–1.6 times more economical at generating force [23], and to have a more highly curved force–velocity relation [78]. While, higher economy does not necessarily imply higher efficiency, a causal relationship between greater curvature of the force–velocity relation and higher mechanical efficiency has been proposed [57, 79]. Therefore, peak efficiencies in human muscle considerably higher than observed in rodent muscle seems at least plausible.

Energy liberation (thermal, mechanical and total) in simulated cyclic concentric contractions for m. soleus and m. rectus femoris (Fig. 3) also exhibited similarities with data from isolated mouse muscle fibers [54]. The general patterns in energy output were the same for both m. soleus and m. rectus femoris, with work production showing greater fluctuations over the contraction cycle than heat production. The major difference between the two muscles was that work production was comparable to heat production for m. soleus, but heat exceeded work for...
m. rectus femoris. Analogous with results from Barclay [54], peak mechanical efficiency of m. soleus (0.50) was higher than for m. rectus femoris (0.37) in anaerobic cyclic concentric contractions. Mechanical efficiency in this case is calculated as the ratio of net work to total energy output, over the whole contraction/relaxation cycle. If the same cyclic contractions are performed under simulated aerobic conditions, peak efficiencies are reduced to approximately 0.38 and 0.27 for m. soleus and m. rectus femoris, respectively.

As with the case for muscle shortening, model results for isovelocity and cyclic eccentric contractions were qualitatively similar to corresponding experimental data. Patterns of heat, work and energy liberation for isovelocity lengthening were consistent with data presented by Constable et al. [60], and most importantly, captured the subtle difference between muscles of mostly ST and mostly FF fibre compositions (Fig. 2). Given that the work values shown in Fig. 2 are work done on the CE, and were greater than the heat produced at most lengthening velocities, the total energy output was negative for most speeds. This implies that some of the work done on the muscle during a stretch is stored, and interestingly, the SEE does not seem to be the major site of energy storage [60]. The present model does not attempt to represent the nature of this storage, but instead just accounts for the overall energetics of the muscle during stretch. Unlike the case where a large amount of work is done on the CE during an isovelocity stretch at full activation, total energy output during submaximal cyclic eccentric contractions was generally positive. The relative increases in total energy rate with increasing force production for concentric and eccentric cyclic contractions (Fig. 4) are similar to data from Hawkins and Molé [16], and are consistent with the notion that eccentric muscle work is more economical than concentric muscle work. Notably, the energetics of muscle lengthening for isovelocity and cyclic contractions were reproduced using the same simple lengthening heat rate coefficient.

Perhaps the best test of the current muscle energy model was the simulation of knee extension/flexion exercise, emulating the experiments conducted by González-Alonso et al. [32]. These investigators reported in vivo measures of heat and work in human skeletal muscle during dynamic contractions, and also provided estimates of the contributions made by the various energy pathways to the total enthalpy change. The agreement between model and subject energy rates was good for both anaerobic (61.5 W kg⁻¹ compared with 57.9–67.4 W kg⁻¹, respectively) and aerobic (77.0 W kg⁻¹ compared with 78.0–81.8 W kg⁻¹, respectively) metabolic conditions. The agreement between model and experimental data for aerobic condition is not surprising, as our selection of the aerobic scaling factor was based in large part on data from González-Alonso et al. [32]. However, the close agreement for aerobic conditions was only possible because of the concurrence between simulated and experimental energy rates for anaerobic condition. The good results for anaerobic conditions lend further confidence to the approach used in determining model parameter values. An even better fit to the González-Alonso et al. [32] data for aerobic condition could be obtained by using a value for $S$ of 1.6, however, we do not feel that fitting the model exactly to the results of one experiment will necessarily improve the generality of the model.

Results from the walking optimisation also showed good agreement with experimental data. The timing of muscle activity bursts were generally consistent with experimental EMG data (Fig. 5A) and the patterns of motion were smooth and well coordinated (Fig. 5B). The whole body energy rate obtained for simulated walking (4.4 W kg⁻¹) was also comparable to values observed in humans walking at the same speed [75]. The only other efforts of this kind in the literature [9,80] have reported energy rates that were considerably higher (5.3–6.6 W kg⁻¹) than observed in humans walking at the speeds that were simulated. The primary differences between the muscle energy model in the present work and the models used in the studies by Anderson and Pandy [9] and Ogihara and Yamazaki [80] were the way the parameter values were assigned, and the approach used to scale energy rates for submaximal activation. These differences probably account for most of the discrepancies in the results.

The factor that we found the model to be most sensitive to was the assumption regarding muscle specific tension. While most recent reports of specific tension in human muscle fall between 0.15 and 0.30 MPa [23,38,51–53], musculoskeletal models have commonly used values between 0.40 and 1.50 MPa [41,81,82]. Specific tension affects the mass specific mechanical power output but not the thermal energy output, and thus affects mechanical efficiency. For example, using a specific tension of 0.50 MPa resulted in peak efficiency values of 0.85, compared with efficiency values of about 0.60 using our specific tension value of 0.25 MPa. If the model underestimates muscle heat production, this would partially offset a higher mass specific power output. However, we doubt that our model of heat production is off by enough to be consistent with specific tensions of 0.50 MPa, let alone values of 1.00–1.50 MPa.

CONCLUSION

A model of human muscle energy expenditure has been developed and evaluated at varying levels of complexity. The current model shares many similarities with previous efforts [15,20], but differs in the way parameter values and scaling factors were determined. Nearly all parameter values were based on mammalian data, with preference given to human data wherever possible. Overall, reasonable agreement was found between model predictions and experimental results at all three levels of complexity. Use of the present model of muscle energy expenditure in conjunction with forward dynamic
computer simulations should allow for a more complete understanding of the energetics of human movement.
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