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ABSTRACT

The problem of controlling locomotion is an area in which neuroscience and robotics can fruitfully interact. In this article, I will review research carried out on locomotor central pattern generators (CPGs), i.e. neural circuits capable of producing coordinated patterns of high-dimensional rhythmic output signals while receiving only simple, low-dimensional, input signals. The review will first cover neurobiological observations concerning locomotor CPGs and their numerical modelling, with a special focus on vertebrates. It will then cover how CPG models implemented as neural networks or systems of coupled oscillators can be used in robotics for controlling the locomotion of articulated robots. The review also presents how robots can be used as scientific tools to obtain a better understanding of the functioning of biological CPGs. Finally, various methods for designing CPGs to control specific modes of locomotion will be briefly reviewed. In this process, I will discuss different types of CPG models, the pros and cons of using CPGs with robots, and the pros and cons of using robots as scientific tools. Open research topics both in biology and in robotics will also be discussed.

1. Introduction

The ability to efficiently move in complex environments is a key property of animals. It is central to their survival, i.e. to avoid predators, to look for food, and to find mates for reproduction. This capital property of animals means that many aspects of animal's morphologies and central nervous systems have been shaped by constraints related to locomotor skills. Similarly, providing good locomotor skills to robots is of primary importance in order to design robots that can carry out useful tasks in a variety of environments. This relevance of locomotion both for biology and for robotics has led to multiple interesting interactions between the two fields. The interactions have mainly been in one direction, with robotics taking inspiration from biology in terms of morphologies, modes of locomotion, and/or control mechanisms. In particular, many robot structures are directly inspired by animal morphologies, from snake robots, quadruped robots, to humanoid robots. Increasingly, robotics is now providing something back to biology, with robots being used as scientific tools to test biological hypotheses.

The focus of this article is on control aspects, in particular rhythm generation by central pattern generators. Central pattern generators (CPGs) are neural circuits found in both invertebrate and vertebrate animals that can produce rhythmic patterns of neural activity without receiving rhythmic inputs. The term central indicates that sensory feedback (from the peripheral nervous system) is not needed for generating the rhythms. CPGs underlie many fundamental rhythmic activities such as chewing, breathing, and digesting. They are also fundamental building blocks for the locomotor neural circuits both in invertebrate and vertebrate animals. As will be discussed in this article, they present several interesting properties including distributed control, the ability to deal with redundancies, fast control loops, and allowing modulation of locomotion by simple control signals. These properties, when transferred to mathematical models, make CPGs interesting building blocks for locomotion controllers in robots.

The article is structured as follows. I will first make a brief review of neurobiological findings concerning locomotor CPGs (Section 2), and present some of the mathematical models of biological CPGs that have been developed (Section 3). I will then review different CPG models developed for robotics and how they are being used for locomotion control (Section 4). In Section 5, I will focus on methodologies to design CPG models for a particular task. Finally, Section 6 will discuss a list of open research topics. When relevant, some notions will be illustrated with results from collaborators and myself. The review is not meant to be exhaustive, and interesting related reviews exist on the organization of animal locomotor systems (Bizzi, Tresch, Saltiel, & d’Avella, 2000; Dickinson et al., 2000; Grillner, 2006; Loeb, 2001), and the modelling of animal locomotion (Full & Koditschek, 1999; Holmes, Full, Koditschek, & Guckenheimer, 2006). Also interesting collections of articles on biologically inspired robot locomotion can...

2. Neurobiology of CPGs

Central pattern generators (CPGs) are neural networks capable of producing coordinated patterns of rhythmic activity without any rhythmic inputs from sensory feedback or from higher control centers. As reviewed in Delcomyn (1980), they underlie many rhythmic behaviors both in invertebrate and vertebrate animals. At the beginning of the last century, two different explanations were proposed for the creation of the rhythms underlying locomotion, see the discussion by Brown (1911). One explanation defended by C.S. Sherrington was that rhythms are the result of a chain of reflexes in which sensory feedback plays an important role in triggering switches between different parts of a locomotor cycle. The other explanation proposed by T.G. Brown was that rhythms were generated centrally, i.e. by neural networks that do not require input from the periphery (e.g. sensory neurons) for generating cyclic behavior. T.G. Brown for instance proposed a conceptual model called the half-center model in which two populations of neurons that are mutually coupled with inhibitory connections and that possess a fatigue mechanism produce alternating rhythmic activity (Brown, 1914).

There is now very clear evidence that rhythms are generated centrally without requiring sensory information. For instance, one can extract and isolate from the body the spinal cord of the lamprey (a primitive fish), and it will produce patterns of activity, called fictive locomotion, that are very similar to intact locomotion when activated by simple electrical or chemical stimulation (Cohen & Wallen, 1980; Grillner, 1985). Similar fictive locomotion has been reported in salamanders (Delvolvé, Branchereau, Dubuc, & Cabelguen, 1999) and frog embryos (Soffe & Roberts, 1982). More generally CPGs have now been reported in many other animals, see Stein, Grillner, Silverston, and Stuart (1997) for a good review.

Similar experiments have also showed that CPGs are distributed networks made of multiple coupled oscillatory centers. Lamprey spinal cords have approx 100 segments, and small sections of the spinal cord (e.g. 1–2 segments) are capable of producing rhythmic activity. The same has been observed in salamanders (Delvolvé et al., 1999). This is in agreement with Grillner’s proposition that CPGs are organized as coupled unit-burst elements with at least one unit per articulation (i.e. per degree of freedom) in the body (Grillner, 1985). Cheng et al. (1998) report experiments where these units can be divided even further with independent oscillatory centers for flexor and extensor muscles.¹

While sensory feedback is not needed for generating the rhythms, it plays a very important role in shaping the rhythmic patterns. This is fundamental for keeping CPGs and body movements coordinated. Several experiments demonstrate the importance of influence of sensory feedback on CPG activity. Mechanically moving the tail of the lamprey will for instance induce CPG activity that is frequency-locked with the frequency of the mechanical movements, and this over a quite large frequency range (McClellan & Jang, 1993; Viana Di Prisco, Wallén, & Grillner, 1990; Williams, Sigvard, Kopell, Ermentrout, & Rempler, 1990). Similarly, a mechanically driven treadmill can induce a normally looking walking gait

¹ Note that, when there is extensive inter-oscillator coupling, the distinction of one oscillatory center from another is not always clear. The lamprey swimming CPG has for instance been modelled as a continuum (Wadden, Hellgren, Lansner, & Grillner, 1997) rather than distinct oscillatory centers that are coupled together.

In a decerebrated cat (Rossignol, 2000), and even induce gait transitions to trot and gallop when the treadmill is accelerated (unpublished work by Graham Brown, as described in Armstrong (1988)). These experiments show a tight coupling between CPG and sensory feedback. This coupling is also visible in the fact that many reflexes are phase-dependent, i.e. they have different effects depending on the timing within a locomotor cycle (Pearson, 1995; Pearson & Gordon, 2000; Rossignol, Dubuc, & Gossard, 2006). This is due to the fact that CPGs and reflex pathways often share interneurons (Pearson, 1995). See Rossignol et al. (2006) for an in-depth review of the interaction of CPGs and sensory feedback mechanisms.

Interestingly, simple signals are usually sufficient to induce activity in CPGs, as shown by the fictive locomotion experiments mentioned above. In many vertebrate animals, electrical stimulation of a specific region in the brain stem called Mesencephalic Locomotor Region (MLR) will induce locomotor behavior (Grillner, Georgopoulos, & Jordan, 1997). The MLR is an important locomotor region that has descending pathways to the spinal cord via the reticular formations. Typically low-level stimulation 2 leads to slow (low frequency) movements, and high-level stimulation to faster (higher frequency) movements. The level of stimulation can therefore modulate the speed of locomotion. Interestingly, MLR stimulation also induces automatic gait transition: in a decerebrated cat, increasing the stimulation leads to switches from walk to trot to gallop (Shik, Severin, & Orlovsky, 1966); in a decerebrated salamander increasing the stimulation leads to a switch from walk to swimming (Cabelguen, Bourrier-Lucas, & Dubuc, 2003). Similar gait transitions have been reported in other vertebrates (Grillner et al., 1997). This demonstrates that CPGs are sophisticated circuits that can generate complex locomotor behaviors and even switch between very different gaits while receiving only simple input signals.³ From a control point of view, CPGs therefore implement some kind of internal model that “knows” which command signals need to be rhythmically produced to obtain a given speed of locomotion.

In the lamprey, the direction of locomotion can, similarly to velocity, be modulated by simple variations of the stimulation applied to the MLR. Applying an asymmetric stimulation between the left and right MLRs leads to turning (Sirota, Viana Di Prisco, & Dubuc, 2000). This is in agreement with recordings in the reticular region during intact swimming in lamprey which shows significant higher activity of reticular neurons on one side, when the lamprey bends to the same side (Deliagina, Zelenin, Fagerstedt, Grillner, & Orlovsky, 2000).

To summarize, the (vertebrate) locomotor system is organized such that the spinal CPGs are responsible for producing the basic rhythmic patterns, and that higher-level centers (the motor cortex, cerebellum, and basal ganglia) are responsible for modulating these patterns according to environmental conditions. Such a distributed organization presents several interesting features: (i) It reduces time delays in the motor control loop (rhythms are coordinated with mechanical movements using short feedback loops through the spinal cord). (ii) It dramatically reduces the dimensionality of the descending control signals. Indeed the control signals in general do not need to specify muscle activity³²

² Stimulations are typically pulses of electric current. The level of stimulation can be changed by changing either the frequency of the pulses or their current. Increasing one or the other has usually the same effect.

³ Note that CPGs can also accommodate more complex control signals, e.g. for the control of balance and visually-guided feet placement. This will be discussed further in Section 6.

³² Mammals typically have more than 200 skeletal muscles, each composed on average of around one million muscle fibers, which would therefore require a huge number of different control pathways. Note that direct, e.g. cortico-spinal, pathways exist from the motor cortex to spinal motoneurons but only in some species for controlling some specific groups of muscles, for instance hand muscles in primates.
but only modulate CPG activity. (iii) It therefore significantly reduces the necessary bandwidth between the higher-level centers and the spinal cord.5

3. Neurobiological models of CPGs

In this section, I will review different types of mathematical models that have been developed to study biological CPGs, as well as the types of animal locomotion that have been modelled.

3.1. Different levels

Depending on the phenomena under study, CPG models have been designed at several levels of abstraction from detailed biophysical models, to connectionist models, to abstract systems of coupled oscillators. In some cases, the CPG models have been coupled to biomechanical simulation of a body, in which case they are called neuromechanical models.

Detailed biophysical models are constructed based on the Hodgkin–Huxley type of neuron models. That is, neuron models that compute how ion pumps and ion channels influence membrane potentials and the generation of action potentials. Examples of such CPG models include Hellgren, Grillner, and Lansner (1992) and Traven et al. (1993). Most biophysical models investigate the problem of rhythmogenesis, i.e. generation of rhythmic activity, in small neural circuits (Traven et al., 1993). In some cases, the pacemaker properties of single neurons are investigated. While most models concentrate on the detailed dynamics of small circuits, some models address the dynamics of larger populations of neurons, for instance the generation of travelling waves in the complete lamprey swimming CPG (Hellgren et al., 1992; Wadden et al., 1997).

Connectionist models use simplified neuron models such as leaky-integrator neurons or integrate-and-fire neurons (Buchanan, 1992; Ekeberg, 1993; Williams, 1992a, 1992b). The focus of these models is on how rhythmic activity is generated by network properties (e.g. half-center networks), and how different oscillatory neural circuits get synchronized via interneuron connections (e.g. for intra- or inter-limb coordination).

Oscillator models are based on mathematical models of coupled nonlinear oscillators to study population dynamics (Cohen, Holmes, & Rand, 1982; Collins & Richmond, 1994; Ijspeert, Crespí, Ryčko, & Cabelguen, 2007; Kopell, Ermentrout, & Williams, 1991; Matsuoka, 1987; Schoner, Jiang, & Kelso, 1990). In this case, an oscillator represents the activity of a complete oscillatory center (instead of a single neuron or a small circuit). The purpose of these models is not to explain rhythmogenesis (oscillatory mechanisms are assumed to exist) but to study how inter-oscillator couplings and differences of intrinsic frequencies affect the synchronization and the phase lags within a population of oscillatory centers. The motivation for this type of modelling comes from the fact that the dynamics of populations of oscillatory centers depend mainly on the type and topology of couplings rather than on the local mechanisms of rhythm generation, something that is well established in dynamical systems theory (Golubitsky & Stewart, 2002; Kuramoto, 2003). See for instance the study by Collins and Richmond (1994) which explains the same gait transitions in a given

3.2. Different animal models

Models of CPGs have mainly been made of insects and lower vertebrates. The vertebrate animal that has been most modelled is the lamprey, a primitive eel-like fish. It has been modelled with all the several types of models described above: biophysical (Ekeberg et al., 1991; Grillner, Wallén, & Brodin, 1991; Hellgren et al., 1992; Traven et al., 1993; Wadden et al., 1997), connectionist (Buchanan, 1992; Ekeberg, 1993; Ijspeert et al., 1999; Jung, Kiemel, & Cohen, 1996; Williams, 1992a, 1992b; Zhaoping, Lewis, & Scarpetta, 2004), system of coupled oscillators (Cohen et al., 1982; Kopell et al., 1991; Nishii, Uno, & Suzuki, 1994; Seo & Slotine, 2007; Sigvardt & Williams, 1996; Williams et al., 1990), and neuromechanical simulations (Ekeberg, 1993; Ijspeert et al., 1999; Williams, 1991). In the next section, we will also review work on CPG models in lamprey-like robots. These CPG models have been instrumental in validating conceptual models of the lamprey CPG, and in suggesting new experiments. In particular, the models have helped in clarifying different possible mechanisms which could explain the travelling waves of body undulations, i.e. the fact that segmental oscillatory networks in the lamprey oscillate with a positive phase lag between neighbor segments from head to tail, and that the phase lag between head and tail is usually maintained at a 100% of cycle duration even if the cycle duration is changed. Three possible mechanisms have been proposed: asymmetric coupling, different intrinsic frequencies along the spinal cord, and time delays due to axonal and synaptic conduction. The models have provided good evidence that the most likely explanation is asymmetric coupling, see Grillner et al. (1995), Sigvardt and Williams (1996) and Williams et al. (1990) for discussions. Another fish whose CPG has been modelled includes zebra fish (Kuo & Eliasmith, 2004).

The salamander, an amphibian capable of swimming and walking, offers an interesting link between research on the lamprey and research on tetrapods. Different models related to salamander locomotion have been developed (Bem, Cabelguen, Ekeberg, & Grillner, 2003; Ermentrout & Kopell, 1994; Ijspeert, 2001; Ijspeert et al., 2005, 2007; Seo & Slotine, 2007). Our latest model (Ijspeert et al., 2007) explores how a lamprey-like swimming circuit can be extended to control both swimming
and walking, and provides potential mechanisms explaining the automatic transition from walking to swimming by modulating the electrical stimulation of the MLR (Figs. 1 and 2). The central idea behind the model is that salamander bi-modal locomotion can be explained by adding limb oscillatory centers with lower intrinsic frequencies and lower saturation frequencies to a lamprey swimming circuit. The model provides a potential explanation of (i) how the body undulations switch between standing waves during walking and travelling waves during swimming, (ii) why salamanders walk at low frequencies and swim at high frequencies, and (iii) why there is a rapid increase of frequencies as soon as the animal switches to swimming. Another amphibian that has been modelled is the frog embryo (Roberts & Tunstall, 1990; Wolf & Roberts, 1995). More generally other animals whose locomotor CPGs have been numerically modelled include the leech (Lockery & Sejnowski, 1993), the cockroach (Gigliazza & Holmes, 2004; Ritzmann, Quinn, & Fischer, 2004) and the cat (Ekeberg & Pearson, 2005; Ito, Yuasa, Luo, Ito, & Yanagihara, 1998; Kaske, Winberg, & Cöster, 2003; Prie, Grossberg, & Cohen, 1997; Rybak, Shevtsova, Lafreniere-Roula, & McCrea, 2006; Rybak, Stefina, Shevtsova, & McCrea, 2006; Yakovenko, McCrea, Stefina, & Prochazka, 2005).

Other related models are models that focus on quadraped gait transitions at a more abstract level (Buchli & Ijspeert, 2004a; Buono, 2001; Buono & Golubitsky, 2001; Canavier et al., 1997; Collins & Richmond, 1994; Golubitsky, Stewart, Buono, & Collins, 1999; Kaske et al., 2003; Prie et al., 1997; Schoner et al., 1990; Schoner & Kelso, 1988).

For all these studies, the numerical models have proven to be very useful tools to test hypotheses concerning the functioning of CPGs. Since rhythm generation and locomotion are intrinsically dynamical phenomena, numerical simulations allow one to test whether a conceptual model of a locomotor circuit can actually reproduce recorded animal locomotor patterns, and to explore what needs to be modified in case the match to biological data is poor. Numerical models are also useful to suggest new experiments and predict their outcomes. Examples of experiments whose outcomes were predicted by a model include (1) the effect of mechanically moving the tail of the lamprey on the CPG rhythms (Williams et al., 1990), (2) the effect of manipulating intrinsic frequencies of the lamprey CPG by baths of different concentrations (Sigvardt & Williams, 1996), and (3) the effect of transecting inter-CPG couplings on the oscillation frequencies of body and limb CPGs in the salamander (Ijspeert et al., 2007).

4. CPGs in robotics

In this section, I will now review how CPG models have been used to control the locomotion of robots. The first part of this section will be devoted to CPG models as a new control technology, while the second part will focus on how robots can be used as scientific tools for testing hypotheses on biological CPGs, and the pros and cons of such an approach.

4.1. CPGs for robot locomotion

As illustrated by Fig. 3, CPG models are increasingly used in the robotics community. The types of CPG models implemented in robots include connectionist models (Arena, 2000; Lu, Ma, Li, & Wang, 2005), vector maps (Okada, Tatani, & Nakamura, 2002), and systems of coupled oscillators (Crespi & Ijspeert, 2006; Ijspeert et al., 2007; Kimura et al., 1999; Williamson, 1998). In some rare cases spiking neural network models have been used (Lewis, Tenore, & Etienne-Cummings, 2005). Virtually all implementations involve sets of coupled differential equations that are numerically integrated (on a microcontroller or a processor). Probably the only exceptions are CPGs that are directly realized in hardware, i.e. on a chip (DeWeerth, Patel, Simoni, Schimmel, & Calabrese, 1997; Lewis et al., 2005; Nakada, Asai, & Amemiyaa, 2003; Simoni & DeWeerth, 2007) or with analog electronics (Still & Tilden, 1998). Also to some extent related to CPG research are quasi-periodic motions generated by chaotic maps (Kuniyoshi & Suzuki, 2004).

Models of CPGs have been used to control a variety of different types of robots and different modes of locomotion. For instance
CPGs have been used with hexapod and octopod robots inspired by insect locomotion (Arena, Fortuna, Frasca, & Sicurella, 2004; Inagaki, Yuasa, & Arai, 2003; Inagaki, Yuasa, Suzuki, & Arai, 2006; Klaassen, Linnemann, Spenneberg, & Kirchner, 2002). See also Delcomyn (1999) for a summary of aspects of locomotor control in insects that are useful for controlling hexapod robots. Related work in simulation was realized by Randall Beer and his colleagues in the early 1990s (Beer, Chiel, Quinn, Espenshied, & Larsson, 1992; Beer & Gallagher, 1992). The work of Holk Cruse on the Stick insect is also relevant here to show that reflexive controllers (i.e. based on reflexes without CPGs) can also lead to robust insect locomotion (Cruse et al., 1995). CPGs have also been used for controlling swimming robots. Examples include anguilliform swimming of lamprey/eel robots (Arena, 2001; Crespi & Ijspeert, 2008; Ijspeert & Crespi, 2007; Stefanini, Orlandi, Mencassi, Ravier, Spina, & Grillner, 2006; Wilbur, Vorus, Cao, & Currie, 2002). Anguilliform swimming implies that forward motion is obtained by a travelling undulation of the elongated body from head to tail. The CPG models are usually inspired by the lamprey swimming circuit (see also the next section), and have been implemented using finite-state machines (Wilbur et al., 2002), cellular networks (Arena, 2001), and systems of coupled oscillators (Ijspeert & Crespi, 2007). Related to lamprey/eel robots, terrestrial snake robots have also been driven by CPG models (Conradt & Varshavskaya, 2003; Ijspeert & Crespi, 2007; Inoue, Ma, & Jin, 2004; Lu, Ma, Li, & Wang, 2006; Tsakiris, Flakiotakis, Mencassi, La Spina, & Dario, 2005). Other types of swimming have been less studied with CPGs. One example is a CPG for ostraciform swimming that we implemented as a system of coupled oscillators in a box-fish-like robot (Lachat, Crespi, & Ijspeert, 2006). See also Zhao, Yu, Fang, and Wang (2006) for a similar approach.

Quadruped walking control using CPGs has been extensively explored by Hiroshi Kimura and his colleagues (Fukuoka, Kimura, & Cohen, 2003; Kimura et al., 1999; Kimura, Fukuoka, & Cohen, 2007). Among other things, they have explored different means of integrating sensory feedback in the locomotion control and found that sensory feedback that modulates CPG activity tends to lead to the most stable locomotion in complex terrain (as opposed to feedback that is independent of the CPG activity). Other work on CPGs in quadruped robots can be found in Billard and Ijspeert (2000), Brambilla, Buchli, and Ijspeert (2006), Buchli, lida, and Ijspeert (2006), Manoonpong, Pasemann, and Roth (2007), Tsujiita, Toui, and Tschiya (2004), Tsujiita, Tschiya, and Onat (2001a) and Tsujiita, Tschiya, and Onat (2001b). We also developed a salamander robot to study the transition between (anguilliform) swimming and walking (Ijspeert et al., 2007), this work will be further described in the next section.

Models of CPG are also increasingly used for the control of biped locomotion in humanoid robots, often inspired by Gentaro Taga’s seminal work on neuromechanical simulations (Taga, 1998; Taga et al., 1991). Examples of CPG-controlled biped locomotion include Aoi and Tsuchiya (2005), Aoi and Tsuchiya (2006), Endo, Nakanishi, Morimoto, and Cheng (2005), Héliot and Espiau (2008), Komatsu and Usui (2005), Matsubara, Morimoto, Nakanishi, Sato, and Doya (2006), Miyakoshi, Taga, Kuniyoshi, and Nagakubo (1998), Morimoto, Endo, Nakanishi, Hyon, Cheng, and Bentivegna (2006), Nakanishi et al. (2004), Righetti and Ijspeert (2006b) and Shahn and Nagashima (2002). Note that interesting biologically inspired locomotion controllers for biped locomotion can also be constructed based on reflexes rather than on CPGs (Collins, Ruina, Tedrake, & Wisse, 2005; Geng, Porr, & Wörgötter, 2006; Geyer, Seyfarth, & Blickhan, 2003).

There are several interesting properties that make CPG models useful for the control of locomotion in robots as an alternative to methods based on finite-state machines, sine-generators, pre-recorded reference trajectories, e.g. ZMP-based (Vukobratovic & Borovac, 2004), or heuristic control laws, e.g. Virtual Model control (Pratt, Chew, Torres, Dilworth, & Pratt, 2001). I identified at least five interesting properties: (i) The purpose of CPG models is to exhibit limit cycle behavior, i.e. to produce stable rhythmic patterns. When this is the case, the system rapidly returns to its normal rhythmic behavior after transient perturbations of the state variables. See an example in Fig. 4. This provides robustness against perturbations. (ii) CPGs are well suited for distributed implementation, which might be interesting for modular robots, i.e. see snake robot (Conradt & Varshavskaya, 2003) and reconfigurable robots (Kamimura et al., 2003, 2004; Marbach & Ijspeert, 2005). (iii) CPG models typically have a few control parameters (e.g. drive signals) that allow modulation of the locomotion, in fact the speed and direction or even the type of gait (Ijspeert et al., 2007). A properly implemented CPG model therefore reduces the dimensionality of the control problem such that higher-level controllers (or learning algorithms) do not need to directly produce multidimensional motor commands but only higher-level control signals. As discussed in Section 2, this is one of the most interesting features of biological CPGs. Related to this, CPG models typically produce smooth modulations of the produced trajectories even when the control parameters are abruptly changed (because the differential equations typically act as first or second order filters). See an example in Fig. 5. This property is useful for doing online trajectory generation that avoids possible damage in motors and gearboxes due to abrupt changes of motor commands. (iv) CPGs are ideally suited to integrate sensory feedback signals (which can be added as coupling terms in the differential equations). This provides the opportunity to obtain mutual entrainment between the CPG and the mechanical body (Kimura et al., 1999; Taga, 1998; Taga et al., 1991; Verdaasdonk, Koopman, & van der Helm, 2006). (v) CPG models usually offer a good substrate for learning and optimization algorithms. This will be further discussed in Section 5.

CPG-based approaches also present disadvantages/challenges. I see two main challenges to be overcome: First a sound design methodology is yet missing for designing CPGs to solve a particular locomotor problem. We will come back to this in Section 5. A second, related, challenge is that a solid theoretical foundation for describing CPGs is yet missing. For instance, it is very difficult to prove the stability of the complete CPG-robot system.

---

Note however, that too smooth/slow changes might not be adequate when rapid responses are required, e.g. for producing a corrective step to keep balance after a perturbation. Such fast movements require reflex-like responses that act in addition to the CPGs.
4.2. Robots for neurobiological research

While most interactions between biology and robotics are mainly in one direction, with robotics benefiting from biological inspiration, an increasing number of projects try to provide something back, i.e. to specifically use robots as scientific tools to test biological models. Here I will present a few illustrative examples, and then discuss the pros and cons of using robots for neurobiological research. Part of this discussion comes from Ijspeert et al. (2005). For a more general discussion of the topic of using robots in biological research see Webb (2001, 2002).

Projects which contribute to test hypotheses concerning CPGs using robots include the lobster robot project (Ayers & Crisman, 1993; Ayers & Witting, 2007), the lamprey robot projects (Stefanini et al., 2006; Wilbur et al., 2002), the Polychaete-like undulatory robot (La Spina, Sfakiotakis, Tsakiris, Menciassi, & Dario, 2007; Tsakiris et al., 2005), to name a few. Other projects that are not directly related to CPGs but also use robots to test hypotheses about animal locomotion include Altendorfer et al. (2001), Long, Schumacher, Livingston, and Kemp (2006) and Ritzmann et al. (2004).

In our own work on CPG models of salamander locomotion (Ijspeert et al., 2007), the robot was very useful for validating various aspects of the mathematical model. In particular, the robot allowed us (i) to show that our CPG model can generate forward motion with variable speed and heading (i.e., aspects that need a “body” for validation and cannot be studied at a neuronal level alone), and (ii) to qualitatively compare the gaits generated to those of the real salamander. It also allowed us to demonstrate that the coordination between body undulation and limb movements during walking allows the salamander to optimize its walking velocity. In the future, we plan to use the robot to test the hypothesis that sensory feedback plays a role in explaining the transition from travelling waves (in water) to standing waves (on ground) in body undulations. See Ijspeert et al. (2005) for preliminary tests in simulation.

An interesting aspect of using robots in computational neuroscience is that they allow computational models to be tested as they are coupled to a real body and embedded in a real environment. In particular, this means that models can be tested within a complete sensing to acting loop. This is important since some aspects of locomotion might depend critically on the interaction with the environment. For instance, the potential role of interaction forces and sensory feedback in gait transitions discussed above for the salamander CPG would be difficult to study in isolated neural network models.

Dynamic simulators can be used to simulate the physics of the body and the environment, but one should realize they only provide a first approximation. Some interaction forces such as contact forces, frictional forces, and hydrodynamic forces are extremely difficult to simulate correctly, especially for articulated bodies that move and change shape. Using a robot means that the physical laws do not need to be simulated, and reduces the risk of numerical artifacts. In our case, the amphibious salamander robot was a key tool for testing swimming gaits, and for validating the simulation results. The same holds for perception: the use of real sensors (e.g., cameras, etc.) in a real environment eliminates the need to simulate the richness (in terms of noise, variations, energy spectrum, etc.) of sensory inputs due to the real world.

Another interesting aspect of using robots, is that they allow one to evaluate a computational model by comparing the results with biological data at multiple levels: from neuronal activity, to EMG recordings, to kinematic studies, and up to behavioral studies.
Finally, using robots forces one to aim at a comprehensive understanding of the functioning of a system. Failure is very visible with a robot (e.g. it will fall over, get stuck, etc.), and all the components of the control system have to be in place for the robot to work properly. For example, in the case of locomotion this requires correctly solving the problems of rhythm generation, coordination between degrees of freedom, control of balance, and modulation of speed and direction. This requirement to be comprehensive reduces the risks of wrongly assuming that some key computation is performed by another component than the one under study.

One should however not underestimate the difficulties in using robots for computational neuroscience. First of all, it is very difficult, if not impossible, to correctly replicate the biomechanical properties of animal bodies, in particular their numbers of degrees of freedom, their mass distribution, and their viscoelastic properties. The benefits of not needing to simulate the physics is therefore counterbalanced by the fact that the robot might present an intrinsic dynamics which is significantly different from that of the modelled animal. Similarly, while some sensor modalities can correctly approximate biological ones, like vision and sound processing, others, like touch and proprioception, are yet far from being correctly replicated by current sensor technologies. Compared to simulations, robots present several additional constraints including (1) being less adjustable (i.e. only few parameters/quantities can be easily changed, most require designing and constructing a new robot), (2) requiring a large overhead for construction and maintenance, and (3) being less amenable to extensive experiments.

5. Design methodologies for CPGs

We have so far reviewed different CPG models used in neurobiology and in robotics, but we have not yet discussed how these models are created. Here I will briefly review what needs to be designed as well as different methodologies for designing CPGs to control a particular type of locomotion. As mentioned above, there is not yet a well-established design method, and people have explored different approaches including hand-coding, designs based on dynamical systems theory, and learning/optimization algorithms. This is related to the fact that a sound methodology does not exist yet for learning arbitrary limit cycles in dynamical systems, see a discussion in Buchli et al. (2006).

When constructing a CPG model, one has to define the following items: (1) The general architecture of the CPG. This includes the type and number of oscillators or neurons. In a robot, it also involves choosing between position control (i.e. the outputs of the CPG are the desired joint angles provided to a feedback controller) or torque control (i.e. the outputs of the CPG directly control the torque produced by the motors). (2) The type and topology of couplings. These will determine the conditions for synchronization between oscillators and the resulting gaits, i.e. the stable phase relations between oscillators. (3) The waveforms. These will determine what trajectories will actually be performed by each joint angle during a cycle. The waveforms are clearly dependent on the shape of the limit cycle produced by the chosen (neural) oscillator, but can be transformed by the addition of filters. (4) The effect of input signals, i.e. how control parameters can modulate important quantities such as the frequency, amplitude, phase lags (for gait transition), or waveforms (e.g. for independently adjusting swing and stance phases). (5) The effect of feedback signals, i.e. how feedback from the body will affect the activity of the CPG (for instance accelerating or decelerating it depending on environmental conditions). A major difficulty in designing CPGs is that these five design axes are all strongly interconnected.

The theory of dynamical systems can help in designing CPGs. For instance, the theory can help in identifying when synchronization occurs in a system of coupled oscillators depending on parameters such as coupling weights and intrinsic frequencies (Buchli et al., 2006; Cohen et al., 1982; Ermentrout & Kopell, 1991; Golubitsky & Stewart, 2002; Kopell, 1995; Pham & Slotine, 2007; Pikovsky, Rosenblum, & Kurths, 2001; Schoner et al., 1990; Seo & Slotine, 2007; Stan & Sepulchre, 2007; Wang & Slotine, 2005). In particular, it can determine which phase differences are stable and unstable, and this knowledge can be used to design systems of coupled oscillators that evolve towards specific phase-locked regimes (e.g specific gaits). Symmetry considerations are particularly useful to determine the number of oscillators and the topology of the couplings necessary to obtain particular gaits (Buono, 2001; Buono & Golubitsky, 2001; Golubitsky & Stewart, 2002; Golubitsky et al., 1999; Pham & Slotine, 2007; Righetti & Ijspeert, 2008; Schoner et al., 1990).

Learning and optimization algorithms can be used in different ways. The approaches can be split into two categories: supervised learning and unsupervised learning. Supervised learning techniques can be applied when the desired rhythmic pattern that the CPG should produce is known. The desired pattern can then be used to define an explicit error function to be minimized. Such techniques can sometimes be used for designing CPGs, but they are restricted to situations where suitable patterns are available (e.g. they are obtained from kinematic measurements of animals). Examples of techniques include gradient-descent learning algorithms for recurrent neural networks (Pernice, 1995; Prentice, Patla, & Stacey, 1998), learning for vector fields (Okada et al., 2002), and statistical learning algorithms (e.g. locally weighted regression) for dynamical systems (Ijspeert, Nakanishi, & Schaal, 2003; Nakanishi et al., 2004). We also explored the notion of programmable central pattern generators that use pools of frequency adaptive oscillators to learn a specific rhythmic pattern (Righetti & Ijspeert, 2006b). An interesting aspect here is that learning is embedded into the dynamical system (as opposed to being implemented by an external algorithm), see Buchli and Ijspeert (2004b) and Righetti, Buchli, and Ijspeert (2006).

Unsupervised learning techniques are used when the desired behavior of the CPG is not defined by a specific desired pattern (as in supervised learning), but by a high-level performance criterion, for instance, moving as fast as possible. Among unsupervised learning techniques, stochastic population-based optimization algorithms such as evolutionary algorithms have extensively been used to design CPG-like models (Beer & Gallagher, 1992; Grau & Quatramaran, 1997; Ijspeert, 2001; Ijspeert & Kodjabachian, 1999; Kamimura et al., 2003; Lewis, Fagg, & Bekey, 1993; Paul & Bongard, 2001; Sims, 1994). An interesting property of these algorithms is that they can optimize a large class of cost functions (for instance, the cost functions do not need to be continuous as required for gradient-descent algorithms) and that they do not require knowing the gradient of the cost functions (which is usually not available). That makes them well suited to optimize performance measurements of a robot, for instance, the forward speed of locomotion. The parameters that are optimized are usually synaptic weights in fixed neural network architectures and coupling weights in systems of coupled oscillators. In some cases, the architecture of the CPGs themselves are evolved using developmental encoding (Grau & Quatramaran, 1997; Ijspeert & Kodjabachian, 1999). Two drawbacks of evolutionary approaches are that they are slow, and they usually require extensive use of simulators which might make the transfer of the CPG model to the real robot difficult. See Nolfi and Floreano (2001) for a discussion. Other unsupervised approaches include reinforcement learning.
algorithms\textsuperscript{8} (Matsubara et al., 2006; Nakamura, Mori, Sato, & Ishii, 2007; Ogino, Katoh, Aono, Asada, & Hosoda, 2004; Sato, Nakamura, & Ishii, 2002) and heuristic optimization algorithms such as Powell's method (Crespi & Ijspeert, 2008; Marbach & Ijspeert, 2005; Sproewitz, Moecckel, Maye, & Ijspeert, 2008).

Note that while the above design methodologies have mainly been used for engineering purposes, they might also be usable as scientific tools for designing and evaluating biological CPG models. In particular, most learning and optimization algorithms described above can be used to instantiate open parameters in biological models, and to explore what parameters are found depending on the criteria that are optimized. For instance, a variant of the backpropagation algorithm has been applied to define synaptic weights of a connectionist model representing the escape reflex in a leech (Lockery & Sejnowski, 1993). See Ijspeert et al. (1999) for an example in which a genetic algorithm is used to set synaptic weights in a circuit corresponding to the lamprey segmental network.

6. Open research topics

Here I will review a list of questions which in my opinion remain open research topics. These questions are related to various aspects of CPGs both from a biological and/or a robotic perspective, namely the evolution of CPGs, their modification through development, their coupling to a mechanical body, the ability to produce multiple gaits, the link between CPGs and rich motor skills, and finally the theoretical foundations of CPGs.

An important question which remains to be studied in more detail is the evolutionary transition between different modes of locomotion and different ecological niches. In vertebrates, for instance, one would like to know how CPGs have changed from lamprey-like primitive swimming circuits up to the various types of locomotion seen in terrestrial animals (walking, flying, running, crawling, etc.). Interestingly it seems that morphologies of vertebrates have changed more than the underlying motor control circuits (Cohen, 1988; ten Donkelaar, 2001). Comparative studies and numerical modelling can be used to study what might have been the chain of changes that have occurred to switch from one type of locomotion to the other. In Ijspeert et al. (2007), we have explored such a question for the evolutionary transition from lamprey swimming to salamander swimming and walking. One would like to see similar studies linking different locomotor circuits up to mammal circuits, including human locomotion. Related to this study, it would also be interesting to explore links between locomotion control and higher cognition. For instance, an article by Yuste, MacLean, Smith, and Lansner (2005) presents intriguing similarities between CPG mechanisms and microcircuits in the cortex, hinting that some mechanisms evolved for locomotion control might also play a role in cognition.

Another important question concerns developmental mechanisms, that is what are the mechanisms that underlie how a CPG constructs itself. Apart from a few exceptions (e.g., human infants), animals need to be capable of efficiently moving at all stages of their lives from newborns to adults. That often involves adapting to body properties that vary over several orders of magnitude (in dimensions and mass). In many cases, the modes of locomotion are quite different for different stages in life, especially in animals that undergo metamorphosis (e.g., frogs and butterflies). Furthermore there is good evidence that biological CPGs are capable of some plasticity (i.e., some learning with locomotor training) see Rossignol (2000). These are fascinating adaptation capabilities from a robotics point of view, and it would be very interesting and useful to understand the underlying organizational principles.

The notion of mutual entrainment between a CPG and a mechanical body is of great importance in robotics. Most robots have several resonant frequencies due to pendulum and/or (in compliant robots) spring–mass phenomena. It is typically useful to adapt gaits to these frequencies such as to minimize energy consumption. See for instance the work on passive or dynamic walkers (Collins et al., 2005). In many cases, a CPG with mutual coupling will synchronize with a frequency close to those resonant frequencies, if the coupling from body to CPG is strong enough compared to the difference between the resonant frequency and the intrinsic frequency of the CPG (Taga, 1998; Verdaasdonk et al., 2006). In more general cases, it might be worth adding frequency adaptation to the CPGs, that is, mechanisms that go beyond mere synchronization and that can change the intrinsic frequencies of CPGs according to feedback signals from the body. We have developed such a method in Buchli et al. (2006) using adaptive frequency oscillators (Righetti et al., 2006), and related work can be found in Nishii (1998, 1999). It is likely that biological CPGs have similar adaptation mechanisms in order to adapt to changing body properties during growth (as discussed above).

Many animals are capable of using multiple gaits. As discussed in Section 2, often simple electrical stimulation of a particular region of the brain stem in vertebrate animals can induce dramatic gait changes, for instance from walk to trot to gallop in cat. The underlying neural mechanisms are not yet fully understood, and mathematical modelling and robotic implementations can help in exploring them. Several computational studies of gait transitions exist, for instance by modelling gait transitions as bifurcation phenomena (Buchli & Ijspeert, 2004a; Buono, 2001; Buono & Golubitsky, 2001; Canavier et al., 1997; Collins & Richmond, 1994; Golubitsky et al., 1999; Kashe et al., 2003; Prie et al., 1997; Schoner et al., 1990; Schoner & Kelso, 1988), but few have been applied to robotics. CPG-based gait transitions in robots have been explored in Ijspeert et al. (2007). It would be interesting to have more studies in that direction, in particular, to study (1) how different gaits are produced, e.g., the role of central versus peripheral mechanisms, and (2) to relate this to the usefulness of gait transitions, e.g., in terms of equilibrium, speed, and energy efficiency (Full & Koditschek, 1999; Hoyt & Taylor, 1981; Kimura, Shimoyama, & Miura, 1990).

Animals rarely perform steady-state locomotion for long, and tend to superpose, and switch between, multiple motor behaviors. A remaining open challenge is therefore to design control architectures capable of exhibiting such richness of motor skills. For a long time, central pattern generators were falsely perceived (by neurobiologists and roboticians) to produce only stereotyped fixed patterns. As reviewed in this article, neurophysiological experiments and CPG models have now clearly shown that CPGs can produce very rich behavior, being for instance capable of modulating speed, direction, and types of gaits depending on descending control signals. But the link with other motor behaviors such as scratching, standing up, kicking, sitting down, laying down, reaching, manipulation, etc. remains, to a large extent, to be decoded in animals and implemented in robots. To take one example, the problem of visually-guided feet placement is an interesting topic since it involves the superposition of discrete and rhythmic movements. For instance, when specific feet placements are required during walking (e.g., when a cat walks over a branch or when we cross a river walking on stones), rhythmic signals from the CPGs need to be modulated such that the feet reach specific end positions. Examples of CPG-based models capable of superposing discrete and rhythmic movements can be found.

\textsuperscript{8} See also Collins et al. (2005) and Geng et al. (2006) for two interesting examples of the application of reinforcement learning to biped locomotion control without CPGs.
in Degallier, Santos, Righetti, and Ijspeert (2006), Lewis (2002) and Taga (1998). More generally, the problem of how to design controllers capable of producing rich motor skills is still an open research question. Many researchers now propose that animal motor control is based on the combination of motor primitives, i.e. complex movements are generated by combining a finite set of simpler elementary movements (Flash & Hochner, 2005; Thoroman & Shadmehr, 2000; Todorov, 2004; Tresch, Saltiel, d’Avella, & Bizzi, 2002). Motor primitives (and related concepts such as muscle synergies, force fields, and motor schemas) are seen like elementary controllers that produce specific movements under the control of a few open control parameters. Experiments on decerebrated and spinalized animals indicate that, like CPGs, many of these motor primitives are implemented at a low level in the vertebrate central nervous system, namely in the brainstem and the spinal cord (Bizzi et al., 2000; Grillner, 2006; Stein & Smith, 1997; Tresch et al., 2002; Whelan, 1996). The interesting features of CPGs discussed in Section 2, e.g. in terms of the dimensionality of the control signals, can indeed also be found in discrete pattern generators, see the force field concept identified by Bizzi et al. (2000). CPGs should therefore be seen as particular movement primitives that can be activated together with others. From a robotics point of view, the idea of using motor primitives for constructing controllers for complex motor skills is appealing and is attracting a growing number of researchers (Ijspeert et al., 2003; Mussa-Ivaldi, 1997; Schaal & Schweghofer, 2005; Todorov, Li, & Pan, 2005).

Finally, one of the most important open research topics is the development of a solid methodology and theoretical foundation for designing CPGs. Excellent theoretical approaches have been developed for analyzing systems of coupled oscillators (Ermentrout & Kopell, 1991; Golubitsky & Stewart, 2002; Kopell, 1995; Pham & Slotine, 2007; Pikovsky et al., 2001; Slotine & Li, 1991; Wang & Slotine, 2005), but many of these tools are not yet sufficient to completely design CPGs for a particular task, namely the five design items listed in Section 5. While good progress is being made, the development of mathematical tools to help in synthesizing CPG-based controllers that exhibit particular desired characteristics for a particular robot structure is still needed.

7. Conclusion

In this article, I have reviewed research on locomotor CPGs both in animals and in robots. It is a field of research in which there are very exciting interactions between mathematics, biology, and robotics. As illustrated by several examples in this review, each of these three fields has something to gain from the other two. I hope that the discussion presented here will stimulate young researchers to join this type of research and to contribute to the development of new mathematical tools, new biological hypotheses and experiments, as well as new theories for robotics. Advances in the fundamental understanding of the functioning of CPGs will not only help biology and robotics, but hopefully also have an impact in medicine, with possible contributions in the long run to the design of therapies (e.g. using electrical stimulation) for patients with spinal cord injuries (Loeb, 2001).
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