
4 User Behaviors: Dangers of Closed versus Open Workload
Generators

The problem We all use workload generators in our empirical studies of computer system perfor-
mance. Many workload generators assume aclosed system model (see Figure 1(left)), where new
job arrivals are only triggered by job completions, following a think time, e.g., [2, 4, 13, 7, 6, 14,
9, 11, 5, 18, 19, 20, 21, 17, 1]. However, others assume anopen model (see Figure 1(right)), where
job arrivals occur independently of completions, e.g. according to a stochastic process or fixed
trace, e.g., [15, 8, 10, 3, 22, 16]. Unfortunately most systems builders pay little if any attention to
whether the workload generator is open or closed. This fact is often left out of the documentation,
since it is not assumed to be important. We ask a question thatsurprisingly hasn’t been asked:

What is the impact on measured system performance when using an open versus a
closed workload generator, given that both are run under the same system load?
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Figure 1:Illustrations of a (left) closed versus (right) open system model.

Surprising results In [12], we study performance of closed versus open workloadgenerators under
many applications, including static and dynamic web servers, database servers, auctioning sites,
and supercomputing centers. The impact is huge! For example, under a fixed load, the mean
response time for an open system model can exceed that for a closed system model by an order of
magnitude or more, even when the MPL (multiprogramming level) of the closed system is high.
We find that while scheduling to favor short jobs is extremelyeffective in reducing response times
in an open systems, it has very little effect in a closed system model; this is tied to the fact that
variability in the job sizes (service demands) has a much bigger effect in an open system than
a closed one. These differences between open and closed models motivate the need for system
designers to accurately determine whether an open, closed,or partly-open model best fits their
system. We provide a simple recipe for making this choice, and for how to parameterize the model
with respect to think time, MPL, and arrival and service rates.

Impact/Funding Although very recent (2006), our results are already been discussed in many
computer systems reading groups. Funding was provided by anIBM graduate fellowship and a
Siebel award.
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