6 Cycle Stealing, Threshold-Based Sharing, and Other 2D-limite
Chains

In the last section we saw an example of Markov chain that gnamboundedly in more than one
dimension, and we introduced a technig8&A, for solving it, Another place where such 2D-
infinite chains come up is imulti-server systems with dependend@&ée most common example
in computer science isycle stealingone of the classical intractable problems in queueinghib t
section, we present a new technique, which we Batensionality Reduction for Markov Chains
and show how this technique can be applied to analyze cyeddirsg and many variants thereof.

Cycle stealing problemsConsider two queues, each with its own server, as shown uré&ityleft).
Cycle stealing is defined as follows: Name one of the queuebeheficiary(B) queue, and the
other thedonor (D) queue. When the donor queue is empty, the donor serveseéaonated” to
help serve the beneficiary queue. The beneficiary is satetd idle cyclesrom the donor, hence
the namecycle stealingThe simplest question one might ask is:

How much does a beneficiary’s steady-state response timevewhen it is allowed
to steal cycles?

The above question is already very difficult to answer, bebbeesmore complexvhen there are
switching cost#évolved. LetT,, ;.. be the time required for the donor server to switch to working
on the beneficiary jobs, arid,.,. the time for the donor server to switch back to its own jobse Th
existence of switching costs implies thdeas aggressiviarm of cycle stealing may be preferable,
whereby the donor only helps the beneficiary if the dondrathidle andthe beneficiary has at
leastNg (threshold) number of beneficiary jobs. Likewise, the dommly returns to working on
donor jobs when there are at ledgt (threshold) number of donor jobs. Now we ask:

Given switching costs, how should one optimally set thrgishio limit the degree of
cycle stealing?

There are also situations wherermre aggressivéorm of cycle stealing is preferable. Consider
the situation where beneficiary jobs are shorter than dasias. jThen it may be globally optimal
to allow the donor to help the beneficiary even when the doanses isnot idle There are two
ways to do this. Unddveneficiary-side controthe beneficiary sets a (globally-optimal) threshold,
Ng, whereby the donor must help the beneficiary whenever thier® g or more beneficiary jobs,
regardless of whether or not the donor is idéee [19, 23]. Alternatively, undeonor-side contral

the donor sets a (globally-optimal) threshald,, where the donor helps the beneficiary whenever
there are fewer thatv, donor jobs. Here the question becomes:

When more aggressive cycle stealing is globally optimalughone use beneficiary-
side control, or donor-side control? Also, what is the bdrafusing multiple thresh-
olds?



Increasing # beneficiary jobs

Beneficiary Donor
A A

B

Tswitch

S S 4
Tback

y \

Increasing # donor job

Figure 1:(Left) 2-server network with cycle stealing. (Right) Asated 2D-infinite continuous-
time Markov chain.

Why cycle stealing is so intractableEven the simplest variant of cycle stealing (without switch
ing costs and without thresholds) is very hard to analyzes Fitoblem is that understanding the
beneficiary performance requires analyzing a Markov chdioseg state space grows unboundedly
(infinitely) in 2 dimensions, see Figure 1, where one dimamsiacks the number of beneficiary
jobs and the other tracks the number of donor jobs. (In thedigy; and ..z denote, respectively,
the arrival rate, and processing rate, of beneficiary joldeeviise for\p andup.) While Markov
chains which grow infinitely irone dimension are usually tractable, 2D-infinite chains are not
Approximations methods tried include: truncating theestspace along one of the dimensions
[6, 20, 21] which can produce great inaccuracy under higd kace portions of the state space
are removed; boundary-value methods [4, 11, 3] which argaelkebut difficult to evaluate; and
heavy-traffic techniques [1, 5] which require assuming hogid.

Our approach: Dimensionality Reduction Our approach is quite different from all of the above
approaches. The idea is to convert the 2D-infinite chain shiowrigure 1(b) into a 1D-infinite
chain, shown in Figure 2, which we can solve. This is achievgdout truncation. To do this,
we need to introduce a new type of transition into the Markio&iic, marked in bold and labeled
Bp. Here Bp represents the duration ofdonor busy periodnamely the time from when the
donor server has at least one job until it is free. By usinyIpgsiod transitions, we are capturing
everything that the beneficiary needs to know about the damoether the donor has 0 jobs (and
can help), or whether the donor has at least one job (and lealp}, and exactly how long it will
be until the donor can again help (the busy period).

The representation in Figure 2(left) is aractrepresentation of the cycle stealing problem, from
the perspective of the beneficiary. However it is not yetyraddle because the transition labeled
Bp does not have an exponential distribution, as needed fonincmus-time Markov chain. Our
approach is to approximate the donor busy period by a plygse(PH) distribution, consisting of
exponential transitions which together allow us to mat@rtitoments of the donor busy period.
Figure 2(right) showsB,, replaced by a particular PH distribution, which exactly chats the
first three momentsf the donor busy period (we devise optimal moment-matchlggrithms in
[14, 13, 15]). While our analysis is inherently approximatethat the busy period distributions
are approximated, our approach can be naglexact as desirday increasing the number of busy
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Figure 2:lllustration of dimensionality reductiorreducing the 2D-infinite chain in Figure 1 to a
1D-infinite chain.

period moments matched. In fact, we have applied our dimeasty reduction technique with
matching 3 moments of the busy period to a wide range of opehlgms, and have achieved
accuracy within a couple percent of simulation in every ¢aée9, 22, 2,17, 18, 7, 16, 8].

Cycle stealing resultsOur analysis allows us to obtain the first accurate perfoomearumbers
(mean and second moment of response time for each job typa)vide variety of cycle steal-
ing problems. We highlight just a few results below. Oneretting question is understanding
how thevariability of the donor workload (specifically, the donor job size dlsttion) affects the
beneficiary under cycle stealing. We find that the benefidgmonly sensitive to the variability in
the donor workload when the beneficiary is overloaded or pearload [16]. Other interesting
guestions have to do with setting beneficiary and donorticesholds. We find that whdass-
aggressiveycle stealing is desired, duehah switching costsncreasing the donor-side threshold
is far more effective at reducing the effects of switchingtedhan is increasing the beneficiary-
side threshold [17]. By contrast, in cases wimeore-aggressiveycle stealing is optimal, using a
beneficiary-side threshold to control the donor’s help iigriare effective with respect to reducing
overall mean response time than using a donor-side thieeEI®jlL However, if we change the met-
ric to robustnessrather than response time, then the donor-side threstaslgperior [9]. In [18],
we propose a solution that achievasth excellent mean response time and robustness, by using
two beneficiary-side thresholdslus a single donor-side threshold, where the donor-sigeshold

is used to control which of the two beneficiary-side thredbaets used. This solution, which
we call Adaptive Dual Thresholdachieves performance surprisingly close to having anitefin
spectrum of thresholds, an idea that has been explored jnkirfally, we have also proven cycle
stealing to be extremely effective in the context of taskgasrent for server farms, where short
jobs are allowed to steal cycles from long jobs in a non-pggem fashion [7, 8].

Funding This work has been funded by an NSF Theory grant CCR-031138Z3¢2006).
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