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Abstract
A wide range of modern computer systems process workloads composed of par-

allelizable jobs. Data centers, supercomputers, machine learning clusters, distributed
computing frameworks, and databases all process jobs which are designed to be par-
allelized across multiple servers or cores. A job will receive some speedup from be-
ing parallelized across additional servers or cores, allowing the job to complete more
quickly. However, jobs generally cannot be perfectly parallelized, and receive dimin-
ishing returns from being allocated additional cores. Hence, given a fixed number of
cores, it is not obvious how to allocate cores across a set of jobs in order to reduce the
response times of the jobs — the times from when each job arrives to the system until
it is completed. While this question has been considered by the worst-case schedul-
ing community, existing theoretical results are hampered by strong lower bounds on
worst-case performance and tend to suggest policies which do not work well in prac-
tice. Meanwhile, state-of-the-art systems employ simple heuristic-based policies that
leave significant room for improvement. The goal of this thesis is to develop and ana-
lyze policies for scheduling parallelizable jobs which perform well both in theory and
in practice.

Our approach in developing new scheduling policies for parallelizable jobs is
threefold. First, we develop new stochastic models of parallelizable jobs running in a
multicore system. Second, we analyze these new models using the tools of stochastic
performance modeling, showing that a stochastic style of analysis emits scheduling
policies which provably outperform the policies suggested by the worst-case litera-
ture. Finally, we validate our theoretical models through simulation to show that the
scheduling policies we derive work well in practice. We consider the case where job
sizes are completely unknown to the system, the case where job sizes are perfectly
known to the system, and the case where some jobs are known to be larger than others
on average. Similarly, we consider the case where all jobs are assumed to have the
same level of parallelizability, the case where some jobs are more parallelizable than
others, and the case where a job’s parallelizability can change over time.
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Chapter 1

Introduction

Many problems in the design of modern computer systems are, fundamentally, scheduling prob-
lems where a system must decide how to effectively share a set of hardware resources between
many simultaneous users. Since the early days of computing [86], system designers have been
concerned with mechanisms to enable users to take turn accessing scarce computational resources
such as CPU time, memory, and network bandwidth. The goal of enabling this resource sharing
spawned entire subfields of systems research from operating systems to networking to computer
architecture.

Along with the development of new systems came a host of interesting theoretical questions
about what scheduling policies should be used to decide how resources were divided among
users. However, for many years, the need to implement improved scheduling policies in com-
puter systems was masked by a rapid improvement in the underlying hardware. As has been well-
documented, we are reaching the physical limits of the hardware improvements that have driven
progress over the last 50 years [97]. As a result, the development of algorithms derived from new
theoretical models is poised to become a major source of performance improvement in the coming
years [59]. As users continue to demand access to faster and cheaper computer systems, the need
to develop and deploy performant scheduling policies is becoming more acute.

Developing new scheduling policies for computer systems is complicated by the fact that, in
order to continue to offer performance improvements, modern systems have become quite com-
plex. In particular, as the ability to make a single CPU core faster has diminished, system design-
ers have increasingly turned to multicore and multi-server architectures which are built to exploit
parallelism in order to reduce job processing times. While systems which run multiple jobs si-
multaneously in parallel have been well-studied, jobs in classical models such as the M/G/k have
assumed that each job runs on a single core. In modern computer systems, however, an individual
job can often be completed more quickly if it is parallelized across multiple cores. As we will
see, designing policies for scheduling these parallelizable jobs is non-trivial, but can dramatically
improve the performance of modern computer systems.
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1.1 The Importance of Scheduling Parallelizable Jobs
Parallelizable workloads are ubiquitous and appear across a diverse array of modern computer sys-
tems. Data centers, supercomputers, machine learning clusters, distributed computing frameworks,
and databases all process jobs designed to be parallelized across many servers or cores. Systems
which process parallelizable jobs must employ some type of scheduling policy which decides how
servers or cores are allocated among the jobs in the system at every moment in time. As it turns
out, the choice of which scheduling policy to use has the potential to impact system performance
dramatically. In particular, if we measure the response time of each job to be the time from when
a job arrives to the system until the job is completed, the choice of scheduling policy can change
the mean response time across jobs by orders of magnitude. In fact, choosing the wrong policy
for scheduling parallelizable jobs can even push the system to become overloaded and unstable,
causing the mean response time across jobs to be infinite.

The reason that choosing a good policy for scheduling parallelizable jobs is both particularly
important and particularly difficult is because jobs are not typically perfectly parallelizable. Ide-
ally, allocating additional cores to a parallelizable job would proportionally reduce the time re-
quired to complete the job. That is, ideally a job would run twice as fast on two cores as it does
on one core. However, parallelism is rarely available for free. Parallelizing a computation can in-
cur overheads in hardware, such as the overhead of maintaining a cache-coherent shared memory
system [65]. Parallelism can also incur overheads in software, such as the overhead of creating
and multiplexing between threads of execution. Aside from these overheads, there are algorithmic
limits to how some computations can be parallelized, even under ideal circumstances [19].

As a result of these limitations, jobs typically receive a diminishing marginal benefit from being
allocated additional cores. While a job may run faster on two cores than it does on one core, it
generally will not run twice as fast. Furthermore, many jobs reach a point where they no longer
benefit appreciably from being allocated additional cores, and allocating cores to a job past this
point is equivalent to leaving those cores idle. Hence, the wrong choice of scheduling policy can
potentially result in a gross misuse of system resources, and can cause a dramatic increase in job
response times.

The goal of this thesis is to develop and analyze scheduling policies which explicitly account
for the limited parallelizability of the jobs they schedule. In particular, given a set of n cores, we
aim to design scheduling policies that allocate cores to jobs in order to reduce job response times.

1.2 The State-of-the-Art In Scheduling Parallelizable Jobs
Many real-world systems have faced the challenge of scheduling parallelizable jobs (see Section
3.1). These systems have historically relied on a variety of greedy heuristic policies to try and
reduce job response times[23, 67, 82, 102]. While these heuristic-based approaches are often
simple to implement, the policies used provide no provable performance guarantees, often require
significant parameter tuning, and can be far from optimal. As we will show in this thesis, these
policies can be significantly improved by more formally understanding the problem of scheduling
parallelizable jobs.
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On the theoretical side, the worst-case theoretical computer science (TCS) community has been
working on the problem of scheduling parallelizable jobs for the past 20 years (see Section 3.2).
In the online setting where jobs arrive over time, strong lower bounds have been obtained on the
achievable worst-case mean response time. In particular, the TCS community has shown that it is
impossible to design a scheduling policy which performs within a constant factor of the optimal
policy in the worst case [60]. Because it is so difficult to perform anywhere close to optimally in
the worst case, simple policies such as dividing cores equally across jobs can be shown to meet
the lower bounds on achievable worst-case performance. However, these simple policies often
perform poorly in practice.

This thesis aims to address this disconnect between state-of-the-art systems and the theoretical
community when it comes to the problem of scheduling parallelizable jobs.

1.3 Thesis Statement
Modern systems which process parallelizable jobs employ heuristic-based scheduling poli-
cies that are far from optimal and stand to be significantly improved by a deeper theoretical
understanding of scheduling and resource allocation problems. However, the prior theoreti-
cal research all uses worst-case analysis, resulting in scheduling policies that perform poorly
in practice compared to state-of-the-art systems. Using a stochastic performance modeling
approach, we develop new policies for scheduling parallelizable jobs which perform well in
practice and have provable performance guarantees.

1.4 Tradeoffs in Scheduling Parallelizable Jobs
By employing a stochastic performance modeling approach, this thesis will show that the problem
of scheduling parallelizable jobs comes down to a set of tradeoffs that must be balanced differ-
ently depending on the exact setting being considered. Understanding these tradeoffs at a high
level is helpful in understanding the contributions of this thesis, and we will refer back to these
tradeoffs throughout the subsequent chapters in sections marked Scheduling Tradeoffs. Figure
1.1 illustrates the tradeoffs that our scheduling policies will have to balance.

The tradeoffs in Figure 1.1 arise from the fact that jobs generally are not perfectly paralleliz-
able. As described above, when jobs receive a diminishing marginal benefit from being allocated
additional cores, allocating too many cores to an individual job can severely impact system per-
formance. To avoid these damaging scenarios, we can monitor the system efficiency of a particular
allocation, a measurement of how much benefit the jobs in the system are receiving from their cur-
rent allocations. Intuitively, it seems that we should aim for scheduling policies which maximize
system efficiency. These policies are getting the most “bang for their buck”, and are successfully
avoiding the potential sources of overhead associated with parallelism. We will see that policies
generally maximize system efficiency by sharing the available system resources amongst all the
jobs in the system, and ensuring that no individual job receives too many cores. While maximizing
system efficiency is one intuitive goal, it turns out than an optimal scheduling policy must balance
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Maximize	System	Efficiency

Complete	short	jobs	before	long	jobs

Preserve	Future	Efficiency

Limit	individual	allocations Defer	parallelizable	work

Chapter	5

Chapter	6

Chapter	7

Shorter	jobs	get	larger	allocations

Figure 1.1: A map of the goals and tradeoffs that arise when scheduling parallelizable jobs. A
scheduling policy should limit allocations to individual jobs in order to maximize system effi-
ciency (Chapter 4). Scheduling policies must balance a tradeoff between maximizing system effi-
ciency and favoring short jobs (Chapter 5). When some jobs are more parallelizable than others,
a scheduling policy must balance the present system efficiency with the future system efficiency
(Chapter 6). In some cases (Chapter 7), a scheduling policy may have to simultaneously consider
a job’s size and its level of parallelizability.

multiple competing goals.
For instance, some jobs may only need to run for short periods of time, while other jobs may

need to run for long periods of time in order to complete. A classic result in scheduling theory
which is noted by both the worst-case community and the performance modeling community is
that overall mean response time can be reduced by completing short jobs before long jobs. One
might therefore think to employ a scheduling policy which gives larger allocations to short jobs
than to long jobs. Note, however, that this plan stands in stark opposition to the goal of limiting the
number of cores allocated to an individual job in order maximize system efficiency. As a result, a
good scheduling policy must balance a tradeoff between the benefits of favoring short jobs and the
cost of the decreasing system efficiency by giving larger allocations to shorter jobs.

We must also account for cases where different jobs have different levels of parallelizability.
For example, some jobs might be highly parallelizable, making nearly perfect use of additional
cores, while other jobs may receive little or no benefit from being parallelized. It seems natural
that a scheduling policy should favor the more parallelizable jobs, since these jobs will benefit
more from their larger allocations. However, this type of policy has a hidden cost. A policy which
favors the more parallelizable jobs will quickly complete the more parallelizable jobs. The system
will then be left only with jobs which do not benefit from being parallelized. In these future states,
even if we choose an allocation that maximizes system efficiency, we would have preferred to
have more parallelizable jobs in the system in order to more efficiently use the available cores.
Hence, it can be beneficial for a scheduling policy to defer parallelizable work in order to avoid
running out of the more parallelizable jobs in the future. A good scheduling policy must balance a
tradeoff between the maximizing the present system efficiency and maximizing the future system
efficiency.

Finally, we are sometimes forced to consider cases where all of these goals compete simulta-
neously. For example, should a policy favor short jobs, even if they are less parallelizable? And
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how does the benefit of deferring parallelizable work compare with benefit of favoring a short job?
These are the types of questions addressed by the contributions of this thesis.

1.5 Contributions
This thesis address the problem of scheduling parallelizable jobs via a three-pronged approach:

1. The theoretical models and style of analysis employed by the worst-case scheduling com-
munity has advocated the use of scheduling policies which do not perform well in real-world
systems. We therefore begin by developing new models of parallelizable jobs in multicore
systems using the tools of stochastic performance modeling.

2. Using our newly developed models, we derive and analyze new scheduling policies which
provably result in reduced job response times.

3. Finally, we validate our theoretical models through simulation and, when necessary, we
design new heuristic policies based on our theoretical results. Our goal here is to demonstrate
that we can create policies inspired by our theoretical models that represent an improvement
over the heuristic policies currently used in the systems community.

The contributions of this thesis are as follows:

We develop the first stochastic model of parallelizable jobs running in a multicore machine (Chap-
ter 2).
• To describe the running time of each parallelizable job, we define a job’s inherent size, the

time it takes the job to run on a single core.
• We also define a job’s speedup function, s(k), to be a sublinear, increasing, concave function

which tells us how many times faster a job would complete if run on k cores as opposed to a
single core.

Using our new model, we begin by considering the case where the scheduler has very little infor-
mation about the jobs it is running (Chapter 4). Specifically, we assume that job sizes are unknown
to the system and exponentially distributed, and that all jobs follow the same speedup function.
Hence, the scheduler cannot differentiate between jobs on the basis of their remaining sizes or how
parallelizable they are.
• In this case we show that EQUI, a policy which dynamically allocates an equal number of

cores to each job in the system at every moment in time, is optimal with respect to mean
response time.

• We analyze fixed-width policies, a class of policies that allocate the same number of cores to
every job and do not require dynamically reallocating cores. We show how to determine the
best fixed-width policy as a function of the system load and number of cores in the system.

• We prove that the best fixed-width policy performs almost as well as EQUI as the number of
cores in the system increases. Hence, we say that the best fixed-width policy is near-optimal
in the large-system limit.
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In many real-world scenarios, the system will have accurate estimates of the sizes of each job.
Hence, we next consider the case where job sizes are known to the system (Chapter 5). Here, we
find that an optimal policy should prioritize short jobs ahead of long jobs.
• When job sizes are known exactly to the system, and all jobs are present at time 0, we

derive a policy called high-efficiency SRPT (heSRPT) which minimizes mean response time.
The heSRPT policy balances a tradeoff between biasing towards short jobs and maintaining
overall system efficiency.

• We prove that heSRPT can be generalized to minimize a whole class of weighted response
time metrics, including mean slowdown (see Section 5.2)

• We show how heSRPT can be used to create a new policy for the online case where jobs
arrive to the system over time. The online policy we create outperforms existing policies by
an order of magnitude.

It is often the case that the system processes jobs with vastly different levels of parallelizability.
We therefore consider the case where there are multiple classes of jobs, and each class of jobs
follows a different speedup function (Chapter 6).
• We analyze a proportionally fair class of policies called GREEDY, and derive the best pro-

portionally fair policy, GREEDY∗.
• We show how to numerically compute an optimal policy. This allows us to see that GREEDY∗

performs well in a wide range of scenarios.
• In the special case where jobs are either fully parallelizable (elastic) or non-parallelizable

(inelastic), we prove that a special case of the GREEDY∗ policy called Inelastic-First is
optimal.

• We provide the first analysis of the response time under the Inelastic-First policy.
While parallelizable jobs exhibit the kind of concave speedup functions we describe in our model,
these speedup functions are measuring the job’s average level of parallelizability over time. Many
systems, such as databases, process jobs consisting of multiple distinct phases where each phase
has a different speedup function. Hence, we derive policies for scheduling jobs consisting of
multiple phases (Chapter 7).
• We develop a new model of parallelizable jobs consisting of phases, where each job stochas-

tically moves between highly-parallelizable elastic phases and non-parallelizable inelastic
phases.

• Under this new model, we prove that a generalization of the Inelastic-First policy from Chap-
ter 6 is optimal with respect to mean response time.

• Using queries from the Star Schema Database Benchmark [76], we perform simulations
to show that we can dramatically improve mean query latency when processing real-world
database workloads. Using our theoretical results, we construct a new policy called IF-SRPT
which performs even better in practice, outperforming current database schedulers by a fac-
tor of 2.
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1.6 Outline
The rest of this thesis is organized as follows:
• Model We begin by describing the basic model used in this thesis in Chapter 2.
• Prior Work We then provide an in-depth discussion of prior work in Chapter 3.
• Scheduling Without Job Sizes. In Chapter 4 we consider the case where a job’s size is

unknown to the system, and cannot be learned by the scheduler. We prove that EQUI is the
optimal policy in this case, and show that the optimal fixed-width policy is near optimal in
the large-system limit. These results first appeared in [8].

• Scheduling With Job Sizes. In Chapter 5 we consider the case where job sizes are known
exactly to the system. We prove the optimality of heSRPT in this case for a range of weighted
response time metrics including mean response time and mean slowdown. These results first
appeared in [10]

• Scheduling With Multiple Speedup Functions. In Chapter 6 we discuss the case where
jobs are allowed to follow different speedup functions. We analyze a proportionally fair
class of policies called GREEDY, and consider a special case where jobs are either fully
parallelizable (elastic) or non-parallelizable (inelastic). These results first appeared in [8]
and [9].

• Scheduling Jobs with Phases. In Chapter 7 we develop a model for jobs composed of
multiple phases, and provide optimality results in this model. These results first appeared in
[11].
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Chapter 2

Our Model

We now provide a description of the basic underlying model that will be used in our theoretical
results. Throughout this thesis, we will continually tweak the specific assumptions or parameters
of the model we are considering to derive results in different scenarios. However, this chapter will
outline the basic assumptions of our model and the accompanying notation we will use throughout
the thesis.

System Model

We assume that our system consists of n homogeneous cores. While we will use the terminology
of parallelizing jobs across multiple cores in our theoretical results, the policies we derive could
apply equally to scheduling jobs across multiple servers in a datacenter or distributed computing
framework.

Arrivals

We are interested in the case where a stream of parallelizable jobs arrive to the system over time.
We will therefore assume that jobs arrive to the system according to a stationary stochastic pro-
cess with some fixed average arrival rate. We will assume this arrival process is Poisson unless
otherwise noted.

Inherent Job Size

Each arriving job has an associated inherent job size, X , which is defined as the job’s running time
when run on a single core. A job’s size represents the amount of work associated with a job. For
instance, a database query may have some number of table rows it must examine, or an ML training
job may be required to complete some number of iterations of gradient descent. To standardize the
definition of job size across these applications, we use the job’s single-core running time, which
we assume is directly proportional to the amount of work the job must perform.

We will generally consider each job size, X , to be a random variable whose value and distribu-
tion may be known or unknown to the system. Chapter 4 considers the case where each job size is
unknown and exponentially distributed, meaning the system has no ability to tell which jobs have
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shorter or longer remaining sizes. Chapter 5 considers the case where job sizes are drawn from an
arbitrary distribution and are exactly known to the system, so the system can precisely differentiate
shorter jobs from longer jobs. Chapter 6 and Chapter 7 both consider cases where the system has
partial size information in that some jobs are known to have smaller remaining sizes on average
than other jobs, but the precise job sizes are not known to the system.

Speedup Functions

We are often interested in how long a job will run if allocated k > 1 cores. We assume that any
job can be run on any subset of cores. We therefore define a speedup function, s(k) : R+ → R+

which tells us how many times faster a job will complete if run on k cores instead of a single core.
We assume that s(k) is a sublinear, non-decreasing, concave function, a phenomenon that has been
observed across a wide array of systems and applications [62, 79, 109]. Given a job’s size, X , and
speedup function, s(k), the running time of a job on k cores, Xk is defined to be

Xk =
X

s(k)
∀k > 0. (2.1)

One popular speedup function described in the literature is Amdahl’s law[45], which considers
every job as being composed of some fraction, f , of work which is perfectly parallelizable while
the remaining (1−f) fraction of the job receives no speedup from parallelization. Hence, Amdahl’s
law defines s(k) to be

s(k) =
1

f
k

+ (1− f)
.

Other theoretical work has used a simple power law speedup function to approximate a variety of
empirically derived speedup curves[49]. A power law speedup function is defined to be of the form

s(k) = kp 0 < p ≤ 1.

Because a job’s core allocation may change over time, we must define the running time of a job
whose core allocation is not fixed for its entire lifetime. We define a job’s remaining size at time t,
X(t), to be the remaining time required to complete the job using a single server. If a job receives
an allocation of k servers from time t until time t′, the job’s remaining size at time t′ is defined to
be

X(t)− (t′ − t)s(k).

Here, s(k) is effectively denoting how many times faster a job’s work is completed on k servers
than on a single server. This notion is completely compatible with our prior definition.

In general, it could be the case that every job represents the execution of a totally unique com-
putation, and therefore any particular job, job i, will have its own unique corresponding speedup
function, si(k). However, it is frequently the case that a workload consists a small set of programs
which are executed repeatedly, perhaps with different inputs. In Chapter 4 and Chapter 5, we con-
sider the case where all jobs are instances of a single program and thus all follow the same, single
speedup function, s(k).
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Next, in Chapter 6, we consider the case where jobs may belong to one of multiple classes,
where jobs within a class represent instances of the same program, and therefore receive the same
speedup. Specifically, class c jobs all follow the same speedup function sc(k). Chapter 6 also
considers an important special case where jobs belong to one of two particular classes. We call
the first class of jobs elastic because they are perfectly parallelizable across any number of cores.
We call the second class of jobs inelastic because they are not parallelizable and receive no benefit
from running on more than one core. More formally, elastic jobs follow a speedup function sE(k)
and inelastic jobs follow a speedup function sI(k) where

sE(k) = k ∀k ≥ 0 sI(k) =

{
k 0 ≤ k ≤ 1

1 k > 1
.

Finally, in Chapter 7, we consider the case where a job’s speedup function may change over
time. It is common for parallelizable jobs to consist of multiple phases of computation, where
each phase is either highly parallelizable or highly non-parallelizable. Hence, we model each job
as being composed of a sequence of elastic and inelastic phases. Each phase has a corresponding
inherent size, and a job is considered complete once all of its phases have been completed in order.
Elastic phases follow the speedup function sE(k) and inelastic phases follow the speedup function
sI(k). Because each job may follow a different sequence of phases, the speedup a job receives
from being allocated k servers for its entire lifetime may be different for each job. For a detail
description of how we model the sequence of phases for each job, see Section 7.2.

Scheduling Policies

We are generally interested in maintaining low response times across the stream of incoming jobs.
A job’s response time, which we denote with the random variable T , is defined to be the time
between when a job arrives to the system and when it is completed. We will be interested in
scenarios where the limiting distribution of T exists, in which case we will often seek to minimize
the mean response time, E[T ], across jobs. It will also often be useful to consider a related quantity,
the random variable N , which denotes the number of jobs in the system.

In order for the limiting distribution of response time to exist, it suffices to show that the system
is stable. We define the system load, ρ, of a system to be

ρ =
λE[X]

n
.

Following standard queueing-theoretic techniques, one can usually show that a system is stable if

ρ < 1 and E[X2] <∞.

We will explicitly note when these conditions do not suffice for stability.
Our goal is to derive and analyze scheduling policies which define the number of servers al-

located to each job in the system at every moment in time. We will assume that jobs can receive
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fractional server allocations. Hence, for a scheduling policy P , we will define an allocation func-
tion, θP (t), which defines the fraction of the n servers allocated to each job in the system at time
t. Specifically, at time t, when there are N(t) jobs in the system,

θP (t) = {θP1 (t), θP2 (t), . . . , θPN(t)}

where

0 ≤ θPi (t) ≤ 1 ∀1 ≤ i ≤ N(t) and
N(t)∑
i=1

θPi = 1.

We define the instantaneous system efficiency of the system under a policy P at time t to be the
sum of the speedups received by the jobs currently in the system. That is,

System efficiency at time t =

N(t)∑
i=1

s(θPi (t) · n).

As long as speedups are not super-linear, the maximum instantaneous system efficiency is n. Sys-
tem efficiency can be thought of as a measure of how much overhead due to parallelism is being
incurred by the current server allocation.
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Chapter 3

Prior Work

Despite the prevalence of parallelizable data center workloads, it is not known, in general, how
to optimally allocate cores to a set of parallelizable jobs. The work on scheduling parallelizable
jobs has generally been conducted across three different research communities — the systems
community, the worst-case theoretical community, and the performance modeling community. In
this section, we review the contributions from each community and explain how the work of this
thesis, which takes a performance modeling approach, aims to address gaps in the literature from
the other two communities.

3.1 The Systems Community
The need to schedule parallelizable jobs with has been identified across a wide range of systems.
Specifically, this problem has been discussed in the context of cluster scheduling [22, 23, 98, 101],
high-performance computing (HPC) [87, 95], distributed machine learning [62], and databases
[43, 58, 102].

The state-of-the-art in cluster scheduling and HPC systems is to let the user decide their job’s
resource allocations by reserving the resources they desire [63, 98, 100], and then to allow the
system to pack jobs onto the underlying hardware [69, 84, 99]. Users reserve resources greedily,
leading to low system efficiency. While there has been work which shows the benefits of allow-
ing the system to determine resource allocations in data centers [23, 95], the allocation policies
described here are based on heuristics and make no provable performance guarantees.

Machine learning frameworks are also faced with the challenge of allocating resources to model
training and serving jobs which are notoriously parallelizable. These jobs are known to follow the
same kind of sublinear speedup functions we describe in this thesis [62]. However, state-of-the-
art frameworks for scheduling machine learning jobs are still based on heuristics such as trying
to balance load [67] or optimize for goodput [82] (which we refer to as instantaneous system
efficiency in this thesis).

The database community has tackled the problem of how to effectively parallelize queries [58].
However, [58] also claims that, in the absence of exogenously defined query priorities, there is not
benefit to prioritizing one query over another. We will see in this thesis that the priorities given to

13



different parallelizable jobs can have massive impacts on job response times. More recently, [102]
has noted that prioritizing short queries over long queries can reduce mean query latency, however
they do so through the use of a heuristic policy. We will see in Section 7.7.1 that solely prioritizing
short queries can have unintended effects on mean query latency.

In summary, while many systems have described practical approaches to resource allocation
for parallelizable jobs, these solutions are generally based on heuristics. As a results, these so-
lutions often require significant parameter tuning, and do not provide formal guarantees about
performance.

Instead of focusing on developing better scheduling policies, major advances from the sys-
tems community in the area of scheduling parallelizable jobs have focused on building scalable
schedulers which are capable of checkpointing, preempting, and resuming jobs while maintaining
low overhead and mitigating straggler effects. The Hopper system [85] demonstrates techniques
for greatly reducing straggler effects by which the completion of a parallelizable computation is
delayed by a small number of tasks which take longer to complete. We therefore assume that the
scalability of a job can be measured by a speedup curve rather than modeling a parallelizable job
at the task level. Meanwhile, advances in the Operating Systems community have demonstrated
the ability to implement centralized scheduling policies which can preempt running jobs with mere
microseconds of overhead in a multicore machine [52] or even a full rack of servers [111]. Similar
results have been observed in the ability to share and dynamically re-allocate hardware accelerators
such as GPUs for use in the training of machine learning models [105]. We will therefore consider
scheduling policies which have the ability to preempt jobs and change their resource allocations
with no overhead.

Our goal is to improve upon the heuristic policies used in these state-of-the-art systems by
providing practical policies with provably optimal or near-optimal performance.

3.2 The Worst-Case Theoretical Community
A significant portion of the prior theoretical work on scheduling parallelizable comes from the
worst-case theoretical community. This work uses worst-case analysis, in that that job sizes, arrival
times, and speedup functions are all assumed to be adversarially chosen. Given these pessimistic
assumptions, there is a fundamental result [60] showing that any policy for scheduling jobs onto a
set of n identical servers can be arbitrarily far from the optimal policy. Specifically, no policy can
achieve a competitive ratio better than Θ(log min (p, M

n
)) where M is the number of jobs and p is

the ratio of the maximum job size to the minimum job size. Hence, the worst-case community is
either looks for policies that achieve a competitive ratio close to this fundamental lower bound, or
uses resource augmentation arguments 1.

It is easiest to understand the prior worst-case theoretical work on scheduling parallelizable
jobs in terms of the model of parallelism considered. We will therefore discuss several theoretical
models of parallelism before considering prior work from the systems community on scheduling
parallelizable jobs.

1Resource augmentation analysis is a relaxation of competitive analysis that, for some s > 1, compares an algo-
rithm using speed s processors against the optimal policy using speed 1 processors.

14



Jobs with Speedup Curves
The basic model used in this thesis considers a speedup function, s(k), that describes the speedup
a job receives from running on k servers. Here, s(k) is some positive concave non-decreasing
function. Work using this model from the worst-case scheduling literature finds that, when job
sizes are known, a generalization of EQUI is Ω(log p)-competitive with the optimal policy [49].
Moreover, EQUI is again shown to be constant competitive with constant resource augmentation
[25, 27].

Overall, the general consensus from both the worst-case scheduling community is that EQUI
should be used to achieve good or possibly optimal mean response time. This thesis will begin
by showing conditions for the optimality of EQUI using our stochastic model using average-case
analysis. However, we will see that these conditions are fairly restrictive (see Chapter 4), and that
the performance of EQUI is often far from optimal both in theory and in practice. This discrepancy
is largely due to the overly pessimistic nature of the adversarial assumptions made by the worst-
case theoretical community.

Jobs with Parallelizable Phases
Another body of work from the worst-case scheduling community [24, 25, 26, 27] considers jobs
whose speedup functions change over time. This work considers the problem of scheduling par-
allelizable jobs composed of phases of differing parallelizability. However, due to the worst-case
nature of the analysis, this work is forced to either consider an offline problem where all jobs arrive
at time 0 [26], or to rely on resource augmentation [24, 25, 27] to provide an algorithm which is
within a (potentially large) constant factor of the optimal policy. This work concludes that the
EQUI policy, as well as a generalization of it, is constant competitive given a small constant re-
source augmentation. We will see that the gap between EQUI and the optimal policy grows even
wider using our stochastic models of jobs which consist of multiple phases. This difference has
been corroborated by real-world systems experiments (see Chapter 7).

DAG Jobs
A separate branch of theoretical work on scheduling parallel jobs that developed concurrently
with the above models considers every parallel job as consisting of a set of tasks with precedence
constraints specified by a Directed-Acyclic-Graph (DAG). In this model, introduced in [14], a task
can only run on a single server, but any two tasks that do not share a precedence relationship can
be run in parallel. Much of the work in this area is concerned with how to efficiently schedule a
single DAG job onto a set of servers [13, 14, 15].

Recently, [4] considered the online problem of scheduling a stream of DAG jobs to minimize
the worst case mean response time. Using a resource augmentation argument, they show that EQUI
and its generalization are constant competitive with constant resource augmentation.
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3.3 The Performance Modeling Community
The results of the worst-case theory suggest that, without resource augmentation, there is little
room to improve the worst-case performance of scheduling policies for parallelizable jobs because
simple policies like EQUI are capable of meeting known lower bounds on achievable performance.
However, we have also seen that the problem of scheduling parallelizable jobs remains open from
the point of view of system designers. In particular, while the worst-case theory suggests policies
which may perform reasonably in the worst-case, system designers are often interested in optimiz-
ing for the common case. This suggests that we should be using the kind of average-case analysis
favored by the stochastic performance modeling community. Here, job sizes and arrival times are
assumed to be governed by underlying stochastic processes, and the goal is generally to measure
and optimize the average, steady-state performance of the system with respect to metrics like mean
response time.

Much of the prior work from the performance modeling community has been limited to schedul-
ing jobs on a single server [20]. While there has been work on scheduling in stochastic multiserver
systems (e.g [3, 5, 28, 32, 36, 42]), this work assumes that jobs run on at most one server at a time
(that is, all jobs are not parallelizable).

The closest the performance modeling community has come to considering parallelizable jobs
is the related problem of fork-join parallel queueing. The fork-join model considers a special
case of DAG scheduling where a system of n servers processes a stream of jobs consisting of n
tasks with no precedence constraints. When a job arrives to the system, one task is immediately
dispatched to each of the n servers. Results in this model have been hard to come by – the exact
mean response time for this system is known only when task sizes are exponentially distributed
and n = 2 [71]. Recent work has considered the idea of limited fork-join queueing, where each job
consists of k < n tasks [103], but this work provides only upper bounds on response time. In all
of the work on fork-join queueing, all jobs have the same, fixed level of parallelism which cannot
be changed by the system to improve response times.

More recently, the performance modeling community has considered the scheduling of multi-
server jobs[38]. Here, each job requires a particular number of servers in order to run. If a job’s
demand cannot be satisfied, the job either remains in the queue until it can be run, or in some
circumstances the job is dropped. Unlike the fork-join model, the job will complete at the same
time on each server it occupies. In this model, there is once again no flexibility to choose the level
of parallelism for a particular job. Work in this model has thus far focused on stability results [29]
and response time bounds [47].

The problem of scheduling parallelizable jobs also shares some similarities with co-flow schedul-
ing [18, 51, 53, 83, 91] where one allocates a continuously divisible resource, link bandwidth, to
a set of flows to minimize mean response time. However, here there is usually no explicit notion
of a flow’s speedup function. The most applicable work here is [1], which explores the tradeoff
between efficiency and opportunistic scheduling in wireless networks. Section 5.5.1 generalizes
the results of [1] to metrics beyond mean response time, including mean slowdown.

Hence, although the tools of the performance modeling community are well-suited to address
the problem of scheduling parallelizable jobs, the work of this thesis represents a novel research
contribution.
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Chapter 4

Scheduling Without Job Sizes

4.1 Introduction
Perhaps the most difficult demand that today’s parallel systems must meet is that users often expect
their jobs to be served quickly, but without having to provide the system with any information
about what the job is doing, how long they expect the job to run, or how well the job can be
parallelized. These expectations likely come from the way users have been trained to interact with
modern operating systems (OSs). Most modern OSs do not introspect into the programs they run,
and by default do not make predictions about how long a program will run or how effectively it
will make use of additional cores. The user, however, expects the OS to provide prompt execution
on the underlying hardware, even if the system is also being asked to run several other programs
simultaneously. This execution model has also permeated to the cloud computing context, where
users ask the system to execute their virtual machines and containers on demand, and for indefinite
periods of time. Hence, it is crucial to have the ability to make good scheduling decisions, even
when the system has no information about the sizes or speedup functions of the jobs it is running.

The problem of scheduling parallelizable jobs without size information also stands to improve
reservation-based systems [63, 98, 100], where users reserve the number of cores or servers on
which they want to run their jobs. In these systems, users are known to dramatically overstate their
resource needs, and then underutilize the resources they reserve. That is, not even the users know
how to describe the sizes and speedup functions of their own jobs in these systems. The policies
described in this chapter could improve these systems by eschewing user reservations and instead
allowing a scheduling policy to decide how resources are allocated to each job.

4.1.1 Scheduling Tradeoffs
To model the scenarios where the system has little information about the jobs it runs, we will
assume that all jobs look identical to the scheduler in terms of job size and speedup function.
Specifically, the scheduler has no ability to tell if one job has a smaller remaining size than another,
and the scheduler has no ability to tell whether one job is more parallelizable than another.

We can now consider how the particular scenarios modeled in this chapter affect the tradeoffs
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Maximize	System	Efficiency

Complete	short	jobs	before	long	jobs

Preserve	Future	Efficiency

Limit	individual	allocations Defer	parallelizable	work

Chapter	5

Chapter	6

Chapter	7

Shorter	jobs	get	larger	allocations

Figure 4.1: When jobs look identical with respect to their sizes and speedup functions, a scheduling
policy should maximize instantaneous system efficiency.

outlined in Section 1.4. Figure 4.1 shows an illustration of our tradeoffs, updated to match the
scenario where jobs look identical with respect to their remaining sizes and speedup functions.
Clearly, the setting considered in this chapter simplifies the tradeoffs that a scheduling policy must
balance. Without the ability to differentiate short jobs from long jobs, or less parallelizable jobs
from more parallelizable jobs, a scheduling policy’s sole concern is maximizing the instantaneous
efficiency of the system. While we have intuitively argued that this involves limiting the number
of cores allocated to any one individual jobs, this chapter will formalize that intuition.

Key Insight

When scheduling parallelizable jobs, increasing the number of cores allocated to an individual job
will generally reduce the response time of that particular job. However, jobs receive a diminishing
marginal benefit from being allocated additional cores. Hence, increasing the number of cores
allocated to a job which already has a large allocation may barely decrease the job’s response time,
while increasing the number of cores allocated to a job with a small allocation may greatly decrease
the job’s response time. Similarly, jobs with large allocations will suffer mildly from having their
allocations decreased as compared to jobs with small allocations. It therefore seems natural to
increase the allocations of cores to jobs with smaller allocations which will benefit greatly from
the additional cores, while incurring a mild cost from reducing the allocations of cores to jobs with
larger allocations. The result is that policy called EQUI, which splits cores equally across jobs, is
optimal with respect to mean response time.

We formalize this argument by reasoning about the instantaneous system efficiency of an al-
location, a metric which tells us how much total benefit the jobs in the system are receiving from
their current allocations. We show that, by equalizing the marginal benefit each job would receive
from being allocated an additional core, EQUI maximizes instantaneous system efficiency. As Fig-
ure 4.1 suggests, when jobs cannot be differentiated on the basis of their size or speedup function,
maximizing system efficiency is sufficient to minimize mean response time.
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4.1.2 Contributions
This chapter considers the case where the size (inherent work) associated with each job is unknown
to the system, and that the system is not able to develop a better estimate of a job’s size by running
the job. Furthermore, we assume that all jobs follow the same, single speedup function. The result
is that the system cannot differentiate between jobs on the basis of their sizes or speedup functions.
Our goal is to allocate the n identical cores in the system across a stream of arriving jobs in order
to minimize the mean response time across jobs.

While the problem of optimally scheduling parallelizable jobs has known lower bounds in the
worst case, this problem had never been studied in the average case. In this chapter, we provide
the first average-case analysis of policies for scheduling parallelizable jobs. By making stochastic
assumptions about the arrival times of the jobs, and the about the distribution of job sizes, we
provide the first average-case optimality results for this problem. The contributions of this chapter
are as follows:
• We begin in Section 4.3 by analyzing the performance of the EQUI policy. We provide a

proof that EQUI is optimal with respect to mean response time when job sizes are exponen-
tially distributed and all jobs follow the same speedup function. EQUI is a policy which first
appeared in [24]. Under EQUI, at all times, the n cores are equally divided among the jobs
in the system. Specifically, whenever there are ` jobs in the system, then each job is paral-
lelized across n/` cores. EQUI is an idealized policy in that (i) EQUI assumes that when a
job runs on n/` cores its run time will be distributed as X

s(n/`)
, even if n/` is not an integer,

and (ii) EQUI requires jobs to be malleable – every job can change its level of parallelization
while it runs.

• Next, Section 4.4 introduces the concept of fixed-width scheduling policies. In practice, jobs
are not malleable but are often moldable – a job can run on any number of cores, k, but it
must run on the same k cores for the duration of its lifetime. In theory, a scheduling policy
could choose a different number of cores on which to run each incoming job. We define an
extremely simple class of scheduling policies, called fixed-width policies, whereby every job
is run on the same fixed number of cores.
We take this a step further and impose the constraint that the n cores of the machine are
partitioned into statically-sized “chunks”, each with k cores, where k divides n. For example,
Figure 4.4 shows some potential chunkings of a 16-core machine. Every arriving job is
dispatched to a single chunk and runs across all the cores in that chunk.
We introduce a policy called JSQ-Chunk which uses a fixed width, k, and assigns jobs to
chunks according to the Join-Shortest-Queue dispatching policy. We provide an approximate
response time analysis for JSQ-Chunk, and, more significantly, we show how to choose the
optimal fixed-width, k∗, for JSQ-Chunk as a function of the system load, ρ.

• Finally, Section 4.5 shows that a fixed-width scheduling policy can perform near-optimally
in the large-system limit. Fixed-width scheduling policies seem heavily restricted in their
ability to effectively exploit parallelism. We prove, however, that certain fixed-width poli-
cies, like JSQ-Chunk, can achieve mean response time converging to that of EQUI as the
number of cores, n, becomes large.
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Figure 4.2: Mean response times under JSQ-Chunk (thin line) and EQUI (thick line) when n = 64.
We assume a speedup curve of Amdahl’s law with parameter p = 0.5 and a shifted Pareto job size
distribution with α = 2 and mean E[X] = 1.

We provide a preview of contributions 2 and 3 in Figure 4.2. Here we see the mean response
times under JSQ-Chunk, as a function of system load ρ, for various choices of k. For a given ρ, this
figure shows how to choose the optimal k∗. The figure shows a separate curve for mean response
time under each possible choice of k when using JSQ-Chunk. As expected, increasing k can reduce
mean response time, but also reduces the system’s stability region. The shaded regions under these
curves denote the values of ρ for which a particular choice of k is optimal. For example, when
x8 ≤ ρ ≤ x4, k∗ = 4. Surprisingly, the performance of JSQ-Chunk, when using the optimal chunk
size k∗, is not far from that of EQUI– we will prove that this difference vanishes in systems with
many cores.

4.2 Our Model
We assume that jobs arrive into a n-core machine according to a Poisson Process with rate Λ
jobs/second where

Λ := λn

for some λ.
In this chapter, we assume that job sizes are unknown to the system. Furthermore, we assume

that the system does not learn more about a job’s size as the job runs. That is, we assume each
job size X is exponentially distributed with rate µ, meaning every job in the system has the same
distribution of remaining size, regardless of how long it has been running. The optimality proofs in
this chapter will require this exponential assumption, but all of the performance analysis presented
admits general job size distributions.

We assume that the each job’s speedup function, s(k), is non-decreasing and concave, in agree-
ment with functions described in [46]. Additionally, we will focus on instances where jobs receive
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an imperfect speedup and thus s(k) is assumed to be sublinear: s(k) < k for all k > 1 and there
exists some constant c > 0 such that s(k) < c for all k ≥ 0.

An example of a well-known speedup function is Amdahl’s law [66], which models every job
as having a fraction of work, p, which is parallelizable. The speedup factor s(k) is then a function
of the parameter p as follows:

s(k) =
1

p
k

+ 1− p.

Figure 4.3a shows Amdahl’s law under various values of p. Although Amdahl’s law ignores aspects
of job behavior, we see in 4.3b that several workloads from the PARSEC-3 benchmark [109] follow
speedup curves which can be accurately modeled by Amdahl’s law. Hence, although our analysis
will not rely on the specifics of the speedup function, we will use Amdahl’s law in numerical
examples.

(a) (b)

Figure 4.3: Various speedup curves under (a) Amdahl’s law and (b) the PARSEC-3 Benchmark.
We see that the PARSEC-3 speedup curves are accurately approximated by Amdahl’s law; these
approximations are shown in (b) in light blue.

We assume that both the system load, ρ, and s are constant over time.
In this chapter, we assume that jobs are homogeneous with respect to s – all jobs receive the

same speedup due to parallelization.
At any moment in time, there may be several jobs (job pieces) running on a particular core.

We assume each core time-shares between its jobs (i.e. Processor Sharing), which is typical for
processors in multicore machines. For example, suppose there are only 2 jobs in the system, each
of size x, and each runs on the same 5 cores. Each job receives a speedup of s(5) since it runs on
5 cores, but its run time is 2 · x

s(5)
because each job only gets half of each core.

The Problem

Our goal is to find and analyze scheduling policies that aim to minimize the mean response time,
E[T ], across all jobs. Clearly, E[T ] depends on the scheduling policy, the speedup function, s, the
arrival rate of jobs into the system, Λ, the mean job size, E[X], and the number of cores, n.
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(a) k = 8 (b) k = 2 (c) k = 1

Figure 4.4: A machine with n = 16 cores under various chunk sizes, k. Each job is dispatched to
a single chunk.

4.3 EQUI: An Optimal Policy
In order to effectively parallelize jobs, one imagines that using a dynamic level of parallelization
might greatly improve mean response time. Specifically, it makes sense to consider policies where
the level of parallelization of an incoming job is determined based on the state of the system at the
time when the job arrives. In addition, if jobs are malleable, active jobs could change their levels
of parallelization during their lifetimes as the state of the system changes.

EQUI [24] is a generalization of Processor Sharing to systems with multiple cores. Under
EQUI, whenever there are ` jobs in the system, each job runs on n/` of the cores. We have defined
µ = 1/E[X] to be the rate at which jobs complete when run on a single core. EQUI is an idealized
policy in that it assumes that when a job runs on n/` cores its run time will be distributed as X

s(n/`)
,

even if n/` is not an integer. This corresponds to a service rate of s(n/`)µ for each job when jobs
are exponentially distributed. Additionally, we assume that s(k) = k when k ≤ 1 to account for
the effects of Processor Sharing. Hence, when there are ` jobs in the system, the total rate at which
jobs complete is `µs(n/`) which is equal to nµ when ` ≥ n. Importantly, EQUI always processes
every job in the system at the same rate, even when there are more than n jobs in the system.

Figure 4.5 shows a Markov chain representing the total number of jobs in the system under
EQUI. The Markov chain for EQUI allows us to formalize the intuition that EQUI is optimal be-
cause it maximizes instantaneous system efficiency. Our argument consists of three steps. First, we
note that the departure rates we calculated for the Markov chain are proportional to the instanta-
neous system efficiency under EQUI in each state. Second, Theorem 4.3 will begin by showing that
EQUI maximizes the total rate of departures in every state. Finally, Theorem 4.3 will also show
that no policy can do better than EQUI by using a lower total rate of departures in any state. That
is, we will show that EQUI is optimal because it maximizes the instantaneous system efficiency in
every state.

The Markov chain for EQUI assumes that job sizes are exponentially distributed. However,
Lemma 4.1 proves that EQUI’s performance is actually insensitive to the job size distribution. We
begin by proving Lemma 4.1 before proceeding with the proof of Theorem 4.3.
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Figure 4.5: Markov chain representing the total number of jobs under EQUI.

4.3.1 Insensitivity of EQUI
Lemma 4.1. Mean response time under EQUI is insensitive to the job size distribution.

Proof. A system is considered to practice processor sharing if, regardless of how many jobs are in
the system, each job receives the same service rate. Note that under EQUI, when m jobs are in the
system, each job receives the same service rate by running on n/m of the cores. Hence, EQUI fits
the definition of a processor sharing system, albeit one with state dependent service rates because
the total rate of departures depends on the number of jobs in the system. It is known from [7, 16]
that the mean response time in processor sharing systems with state dependent service rates is
insensitive to the job size distribution, thus our performance analysis of EQUI holds for the case
where job sizes follow a general distribution.

4.3.2 Proving that EQUI is Optimal
Theorem 4.3 relies on Lemma 4.2.
Lemma 4.2. For any concave, sublinear function, s, the function i · s

(
n
i

)
is increasing in i for all

i for all i < n, and is non-decreasing in i for all i ≥ n.

Proof. To see that i · s
(
n
i

)
is increasing in i when i < n, we can consider the following difference

for any δ > 0:

i · (1 + δ)s

(
n

i · (1 + δ)

)
− i · s

(n
i

)
= i

(
(1 + δ)s

(
n

i · (1 + δ)

)
− s

(n
i

))
.

Since n
i
> 1, s increases sublinearly, and (1 + δ)s

(
n

i·(1+δ)

)
> s

(
n
i

)
. Thus

i · (1 + δ)s

(
n

i · (1 + δ)

)
− i · s

(n
i

)
> 0

and i · s
(
n
i

)
is increasing in i.

For any i ≥ n, we have assumed s
(
n
i

)
= n

i
. Thus,

i · s
(n
i

)
= n ∀i ≥ n,

which is non-decreasing in i.
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Theorem 4.3. Within our model, assuming jobs are malleable, have exponentially distributed sizes,
and all follow the same speedup function, s, E[T ]EQUI ≤ E[T ]P for any scheduling policy P .

Proof. Let P be a scheduling policy which processes malleable jobs and currently has i active jobs
(the system is in state i). In every state, i, P must decide (i) how many jobs, j, to run and (ii) how
to allocate the n cores amongst the j jobs. Hence, for some ~θ, the rate of departures from state i
under P is at most

µ

j∑
k=1

s(nθk) (4.1)

where 0 < j ≤ min(i, n), θk > 0 for all 1 ≤ k ≤ j, and
∑j

k=1 θk = 1. Note that (4.1) is an upper
bound on P ’s departure rate, since it assumes that the j jobs run on disjoint partitions of cores;
given that s is concave the total rate of departures will not increase when a single core (or fraction
of a core) is allocated to more than one job.

We also know that
1

j

j∑
k=1

s (nθk) ≤ s

(
n

j

)
again, by the concavity of s. Hence,

j∑
k=1

s(nθk) ≤ j · s
(
n

j

)
∀ 0 < j ≤ i, ∀ ~θ ∈ (0, 1]j

and thus an upper bound on P ’s total rate of departures from any state is of the form

j · s
(
n

j

)
µ.

By Lemma 4.2, j ·s
(
n
j

)
is non-decreasing in j. Thus, an upper bound on P ’s rate of departures

from any state i is
i · s

(n
i

)
µ. (4.2)

Furthermore, we can see that EQUI achieves this departure rate in every state, i. Hence, (4.2) is
the maximal rate of departures from any state, i.

We can now compare the Markov chain corresponding to P with the Markov chain for EQUI
(Figure 4.5) and relate the number of jobs in the system, N , under both policies. Both chains have
the same arrival rates, but the rate of departures under EQUI is greater than or equal to the rate of
departures under P in any state, i, since the departure rate chosen by EQUI is maximal. Thus,

E[N ]EQUI ≤ E[N ]P

and, by Little’s Law,
E[T ]EQUI ≤ E[T ]P.
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4.3.3 EQUI with General Size Distributions
Theorem 4.3 requires exponentially distributed job sizes. One might think that EQUI’s insensitivity
(Lemma 4.1) might imply that EQUI is optimal under all job size distributions. However, this
is false. Consider for example the case where jobs follow a Pareto distribution with decreasing
hazard rate. Independent of the speedup function, the optimal policy should devote more cores to
jobs which have lower ages, and are thus more likely to finish in the immediate future. This differs
from EQUI’s equal division of resources.

In general, optimal scheduling of jobs with general job size distributions is an extremely diffi-
cult problem. Even optimally scheduling generally distributed jobs on a single core requires using
a policy derived from the Gittins index [89]. In our case, where the optimal scheduling policy must
allocate many cores, finding the optimal policy is at least as difficult. In fact, it is not known how
to even numerically compute the optimal policy in this case.

4.4 Fixed-Width Policies
While EQUI performs very well, it requires jobs to change their levels of parallelization while
running. Fixed-width policies require that jobs be moldable, but not necessarily malleable, which
is more realistic for certain workloads. In general, a fixed-width policy is any policy which chooses
a fixed level of parallelization, k, to use for each arriving job. Every arrival is parallelized across
k cores, and is run on the same k cores for its entire lifetime. In this section, we consider several
natural fixed-width policies.

We begin by defining the Random dispatching policy, which parallelizes each arriving job
across k cores chosen uniformly at random. It turns out (see Theorem 4.6) that Random is domi-
nated by the Random-Chunk policy; hence we devote Section 4.4.1 to Random-Chunk. In Section
4.4.2, we consider an improved fixed-width policy called JSQ-Chunk, which dispatches arrivals to
the chunk with the shortest queues.

Like EQUI, Random-Chunk and JSQ-Chunk are insensitive to the job size distribution. Thus,
our analysis of these policies admits general job size distributions, X .

4.4.1 Random-Chunk
The motivation behind the Random-Chunk policy is that we would like to use random assignment
while ensuring that the different pieces of a single job complete at the same time. For a level of
parallelization, k, we begin by partitioning the cores into c = n/k chunks of size k. We will only
consider values of k which divide n, creating a uniform partition of the cores. When a job arrives,
a chunk is selected uniformly at random, and the job is parallelized across all k cores in this chunk.

It is easy to see that under Random-Chunk each piece of a job will at all times experience the
same state, and hence each of the k job pieces will complete at the same time. Consequently, the
response time for a job is equal to the response time of any of its k pieces, which in turn is simply
the mean response time at a single core. This allows us to easily derive an expression for the overall
mean response time under Random-Chunk with a level of parallelization k in Theorem 4.4 below.
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Theorem 4.4. The mean response time under Random-Chunk with a level of parallelization, k, is
given by

E[T ]Rand-Chunk =
E[X]

s(k)− kρ.

Proof. Recall that cores follow the PS scheduling discipline. We know from [55] that the mean
response time in a single M/G/1/PS queue with arrival rate Λ, mean job size E[X] and load
ρ = ΛE[X]

n
is given by

E[T ] =
E[X]

1− ρ.

It will suffice to analyze the response time of one core in our system. Under a level of paral-
lelization of k, the arrivals into a single core follow a Poisson process with rate

Λk :=
Λ

c

and the mean service requirement of job pieces is E[Xk] (see (2.1)). Thus, we can define the load
on a single core in this system to be

ρk := ΛkE[Xk].

This allows us to express E[T ]Rand-Chunk under a level of parallelization of k as:

E[T ]Rand-Chunk =
E[Xk]

1− ρk
=

E[Xk]

1− ρ k
s(k)

=
E[X]

s(k)− kρ.

Corollary 4.5. The optimal Random-Chunk policy uses chunk size k∗, where

k∗ = argmin
k

E[X]

s(k)− kρ.

If we define the vector kkk = (k1, k2, . . . km) to be the factors of n in increasing order, this implies:

k∗ =


km 0 ≤ ρ ≤ s(km)−s(kj−1)

E[X]

ki
s(ki+1)−s(ki)

E[X]
< ρ ≤ s(ki)−s(ki−1)

E[X]
, 1 < i < m

k1
s(k2)−s(k1)

E[X]
< ρ.

The results of this analysis are shown in Figure 4.6. This figure shows the mean response
time under various choices of k, and the shaded regions below the curves denote the values of
ρ for which each choice of k is optimal. Under high load, we see that the system is unable to
tolerate wasting resources by parallelizing jobs, and thus each job is run on a single core (k∗ = 1).
Conversely, under light load it is beneficial to pay this cost of parallelization in order to reduce the
service requirement of individual jobs.
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Figure 4.6: Results from analysis. Mean response times under Random-Chunk dispatching, a
system with n = 16 cores, various choices of the level of parallelization k, and a hyperexponential
job size distribution with E[X] = 1 and C2 = 10. The speedup curve used is Amdahl’s law with
parameter p = 0.8.

Random-Chunk vs. Random
As we have seen, Random-Chunk yields much easier analysis than Random. Fortunately, Theorem
4.6 tells us that Random-Chunk results in lower mean response times than Random, rendering the
analysis of Random irrelevant.
Theorem 4.6. The mean response time under Random-Chunk with a fixed level of parallelization,
k, is less than under Random with the same k.

Proof. Regardless of whether we are using Random or Random-Chunk dispatching, the arrival
process into a given core is Poisson with rate Λk and the service requirement of job pieces is
distributed as Xk. Thus, the response time for the ith job piece is distributed as some random
variable Ti, and the response times of all pieces are identically distributed in both cases.

Under Random-Chunk, the response times of a job’s pieces are identical. Hence, under Random-
Chunk, the response time of a job is simply the response time of one of its pieces. Under Random,
the response time of a job is the maximum of the k response times of its k pieces. Thus, for a single
job, the response time under Random-Chunk has distribution T1 while under Random the response
time of a single job has distribution

max(T1, T2, . . . , Tk)

where Ti ∼ T . Since T ≤st max(T1, T2, . . . , Tk), we see that, for a given level of parallelization,
Random-Chunk’s mean response time is less than that of Random.
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Mixed-Random-Chunk
Until now, we have studied Random-Chunk policies where each chunk consists of k cores. It is
conceivable, however, that allowing for type 1 chunks of size k1 and type 2 chunks of size k2 could
improve mean response time.

Having two chunk sizes introduces more dispatching parameters. One must decide how many
cores, a, to devote to type 1 chunks. One also must decide what fraction, p, of arrivals to assign
to type 1 chunks. Finding the optimal Mixed-Random-Chunk policy then requires simultaneously
optimizing over not just k1 and k2, but additionally a and p.

We find that while some instances do exist where a Mixed-Random-Chunk policy is better than
Random-Chunk, these instances occur very sparsely throughout the parameter space (k1, k2, a, p),
and the advantage gained is very slight at best. In fact, if we limit ourselves to cases where the
arrival rate into each chunk is proportional to the chunk’s size, we can prove that Mixed-Random-
Chunk is never advantageous in terms of mean response time or variance of response time (see
Appendix A.1).

4.4.2 JSQ-Chunk
The Random-Chunk policy can be greatly improved by considering the state of the system when
dispatching jobs. Under JSQ-Chunk with a level of parallelization, k, we again partition the system
into chunks of size k. When a job arrives to the system, it is parallelized across the k cores in the
chunk that is currently serving the fewest jobs. We expect that JSQ-Chunk will have much lower
mean response times than Random-Chunk and will admit higher values of k∗. To determine the
correct k∗ for JSQ-Chunk, it is important that we can accurately analyze mean response time under
JSQ-Chunk.

JSQ-Chunk is based on JSQ, an old and well-studied dispatching policy in the traditional
queueing literature which assumes no parallelization. Under JSQ, the system consists of c queues
and every incoming arrival is immediately dispatched to the queue with the smallest number of
jobs. While analyzing response times in a traditional (non-parallel) system with JSQ dispatching
is notoriously hard, [70] provides a good closed-form approximation of mean response time. The
approximation in [70] assumes FCFS queues with exponentially distributed job sizes. However, as
shown in [31], the case of PS queues with generally distributed job sizes has nearly the same mean
response time as the case of FCFS queues with exponentially distributed service requirements.
Thus, the approximation in [70] still applies to our model of PS queues and generally distributed
job sizes. This approximation states:

E[T ]JSQ(Λ, c,E[X]) ≈ WM/M/c(ρ)S(ρ)R(ρ) + E[X],

where Λ is the arrival rate, c is the number of queues, X is a random variable representing the size
of a job, and ρ = ΛE[X]/c. WM/M/c is the mean time in queue in an M/M/c queueing system,
and S(ρ) and R(ρ) are experimentally derived correction factors, given in Appendix A.2.
Observation 4.7. Our parallel system with JSQ-Chunk dispatching with level of parallelization
k, n cores, c = n/k chunks, total arrival rate Λ, and job size distribution X has the same mean
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response time as a traditional JSQ queueing system with, c queues, a total arrival rate of Λ, and
job size distribution Xk = X

s(k)
.

Observation 4.7 follows from the fact that, under JSQ-Chunk, all the cores within a chunk
have the same queue state and receive the same arrivals. This allows us to directly apply the
approximation in [70] to analyze JSQ-Chunk as follows:

E[T ]JSQ-Chunk(Λ, n,E[X], k) = E[T ]JSQ(Λ, n/k,E[Xk]). (4.3)

(a) JSQ-Chunk n = 16 (b) Random-Chunk n = 16

Figure 4.7: Response times under (a) JSQ-Chunk dispatching and (b) Random-Chunk dispatching.
In (a), results are show from both analysis and simulation (the jagged lines), which largely overlap.
Both graphs also show the results of analysis of EQUI. We assume a speedup curve of Amdahl’s
law with a parameter of p = 0.5 and exponentially distributed job sizes with mean E[X] = 1.

4.5 JSQ-Chunk Converges to EQUI

4.5.1 The Performance of JSQ-Chunk
Figure 4.7 shows the mean response time under JSQ-Chunk (left graph) as a function of system
load ρ, as computed using the approximation in (4.3). In addition, we also show results from
simulation which lie almost on top of the approximation results. Fortunately, we see that the
approximation for JSQ-Chunk suffices to accurately derive k∗ values. Analogous results of the
analysis of Random-Chunk are shown in the right graph. We find that, for a given load ρ, k∗

is generally lower under Random-Chunk dispatching as compared with JSQ-Chunk due to JSQ-
Chunk’s superior load balancing. Furthermore, we see that the performance of JSQ-Chunk is much
closer to that of EQUI than Random-Chunk. While the response time of Random-Chunk does not
depend on the total number of cores, it is not clear how JSQ-Chunk will behave as the number of
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cores becomes large. We will now see that mean response time under JSQ-Chunk approaches that
of EQUI as the system scales.

Figure 4.8: Analysis of mean response time under JSQ-Chunk dispatching and EQUI with a large
number of cores (n = 512). We assume a speedup curve of Amdahl’s law with a parameter of
p = 0.5 mean job size E[X] = 1. Increasing the number of cores narrows the gap between
JSQ-Chunk and EQUI, especially at the labeled critical load points.

4.5.2 Why JSQ-Chunk is Close to EQUI
As we saw in Figure 4.7, the mean response time under JSQ-Chunk (with optimal k∗) is close to
that under EQUI. Figure 4.8 shows that, as we increase the number of cores to n = 512, JSQ-
Chunk becomes even closer to EQUI. This is surprising because JSQ-Chunk uses a fixed level of
parallelization, while EQUI continuously changes its level of parallelization based on the system
state. This phenomenon can be viewed as EQUI choosing an effective level of parallelization of
k∗. Figure 4.8 also illustrates the critical load points, xk∗ for values of k∗, at which JSQ-Chunk
is indifferent between two choices of k∗. As n increases, these critical load points converge to
the instability points for the corresponding choices of k∗, as the curves become more L-shaped.
In looking at Figure 4.8, we see that it is just below these critical load points that JSQ-Chunk’s
performance is closest to the performance of EQUI. The rest of this section is devoted to formally
stating and proving this observation (see Theorem 4.9 below).

We first note that, given a fixed value of λ, a fixed mean job size E[X], and a speedup function
s, the choice of the optimal level of parallelization under JSQ-Chunk, k∗, depends only on n, the
number of cores in the system. Let k∗(n) denote this optimal level of parallelization given some
values of these other system parameters. In particular, note that Λ = λn will increase with n,
and thus the system load, ρ, remains fixed for all values of n. When n is small, changes in n will
have a significant impact on the values of k∗(n), but for sufficiently large values of n, k∗(n) will
become constant in n. This is summarized in the following lemma regarding the performance of
JSQ-Chunk.

30



Lemma 4.8. Given a fixed value of λ, a fixed value of µ = 1
E[X]

, and some speedup function s,
let k∗(n) denote the optimal level of parallelization under JSQ-Chunk in a system of size n. Let
E[T ]JSQ-Chunk be the mean response time under JSQ-Chunk with level of parallelization k∗(n).
There exists some constant k∗, not dependent on n, such that

lim
n→∞

k∗(n) = k∗

and
lim
n→∞

E[T ]JSQ-Chunk =
1

s(k∗)µ
.

Proof. We can observe that, in this case, the system load ρ = λ
µ

is constant (does not depend on
n). We know from [35] that for a fixed system load ρ, the probability of queuing under JSQ (and
hence also JSQ-Chunk) vanishes as the number of cores becomes large. Thus, the mean response
time under JSQ-Chunk with any level of parallelization, k, such that the system is stable, will
converge to 1

s(k)µ
where µ = 1

E[X]
. Since load is fixed, there exists some level of parallelization,

k∗, which is the highest value of k for which the JSQ-Chunk system is stable. We know that the
mean response time under JSQ-Chunk with level of parallelization k∗ converges to 1

s(k∗)µ
. For any

k > k∗, the system is unstable. For any k < k∗, the mean response time under JSQ-Chunk with
level of parallelization k converges to 1

s(k)µ
≥ 1

s(k∗)µ
since the speedup function is non-decreasing.

Thus,

lim
n→∞

E[T ]JSQ-Chunk =
1

s(k∗)µ

as desired.

We will refer to limn→∞ k
∗(n) as k∗ for the remainder of the section.

We now want to show that as n→∞, E[T ]EQUI → 1
s(k∗)µ

also. That is, EQUI is behaving as
if it was using a fixed level of parallelization of k∗.

To relate the performance of EQUI to k∗, it will be helpful to examine the behavior of EQUI at
the critical load points. Recall that we can define

Λk∗ =
Λ

c
=
λn

c
,

where c = n
k∗

is the number of chunks and

ρk∗ = Λk∗E[Xk∗ ]

is the load observed by a chunk of size k∗. We can see from Lemma 4.8 that the critical load points
move towards the instability points as n increases. Thus, we define a critical load point under a
level of parallelization of k∗ to be the point where ρk∗ = 1. Observe that

ρk∗ = 1⇐⇒ Λ = cs(k∗)µ.

We now evaluate EQUI at critical load points where Λ = cs(k∗)µ. Note that when k∗ = 1, the
mean response time under both EQUI and JSQ-Chunk will tend towards infinity. Thus, we only
consider cases where k∗ > 1.
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Theorem 4.9. Given any fixed k∗ > 1, let E[T ]
EQUI
ρk∗=1 be the mean response time under EQUI

when ρk∗ = 1. Then,

lim
n→∞

E[T ]
EQUI
ρk∗=1 =

1

s(k∗)µ
= lim

ρk∗→1−
lim
n→∞

E[T ]JSQ-Chunk. (4.4)

Proof. In this proof we limit our discussion to exponentially distributed job sizes. However, be-
cause EQUI and JSQ-Chunk are insensitive to the job size distribution (see Section 4.3.1 and
Section 4.4.2), our proof generalizes to the case where jobs are generally distributed. We can see
that the right hand side of this claim follows directly from Lemma 4.8, and we thus proceed to
analyzing the mean response time under EQUI.

It will be helpful to start by examining a threshold chain as shown in Figure 4.9. Observe that
the service rate below the threshold state is µlow and the service rate above the threshold state is
µhigh. We define

ρlow :=
Λ

µlow
, ρhigh :=

Λ

µhigh
.

We can solve for the mean response time, T , in such a threshold chain, and find that

E[T ]thresh =
1

Λ
·
(
t+

ρlow
1− ρlow

+
1

1− ρhigh
+

1 + t− tρhigh
ρhigh − 1 + ρtlow(ρlow − ρhigh)

)
. (4.5)

Constructing an Upper Bound

We now construct a threshold chain which gives an upper bound (UB) on the mean response time
under EQUI with arrival rate Λ = cs(k∗)µ (and thus ρk∗ = 1) and service rate µ per core. To do
this, we set t = dc(1 + ε)e, µlow = s(n)µ and µhigh = dc(1 + ε)es

(
n

dc(1+ε)e

)
µ for any ε > 0. Note

that all departure rates in the UB chain are lower than those of EQUI (see Figure 4.5), and thus this
chain provides an upper bound on the mean response time under EQUI. Our UB chain has:

ρlow =
Λ

s(n)µ
=
cs(k∗)µ

s(n)µ

and

ρhigh =
Λ

dc(1 + ε)es
(

n
dc(1+ε)e

)
µ

=
cs(k∗)µ

dc(1 + ε)es
(

n
dc(1+ε)e

)
µ
.

Figure 4.9: A threshold chain with threshold state t and arrival rate Λ. For all states i ≤ t, the
service rate is µlow and for all states i > t, the service rate is µhigh.
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First note that by Lemma 4.2,

s(n) < cs(k∗) < dc(1 + ε)es
(

n

dc(1 + ε)e

)
.

Thus ρhigh < 1 < ρlow. We now apply (4.5) to see that

lim
n→∞

E[T ]UB = lim
n→∞

1

Λ
·
(
dc(1 + ε)e+

ρlow
1− ρlow

+
1

1− ρhigh
+

1 + dc(1 + ε)e(1− ρhigh)
ρhigh − 1 + ρ

dc(1+ε)e
low (ρlow − ρhigh)

)
.

We can see that

lim
n→∞

1

Λ
· ρlow

1− ρlow
= lim

n→∞

1

Λ
· 1/µlow

1/Λ− 1/µlow
= 0,

since s(n) is bounded and µlow therefore converges to a positive constant. Furthermore, since ρhigh
converges to a constant less than 1,

lim
n→∞

1

Λ
· 1

1− ρhigh
= 0.

Finally, we see that

lim
n→∞

1 + dc(1 + ε)e(1− ρhigh)
Λ
(
ρhigh − 1 + ρ

dc(1+ε)e
low (ρlow − ρhigh)

) = 0,

since the numerator grows linearly in n and the denominator grows exponentially in n. Thus,

lim
n→∞

E[T ]UB = lim
n→∞

1

Λ
· dc(1 + ε)e

= lim
n→∞

1

Λ
· (c(1 + ε) + o(n))

= (1 + ε)
1

s(k∗)µ
.

Constructing a Lower Bound

Our argument for constructing a lower bound (LB) is largely the same. We again assume Λ =

cs(k∗)µ (and thus ρk∗ = 1) and we set t = bc(1 − ε)c, µlow = bc(1 − ε)cs
(

n
bc(1−ε)c

)
, and

µhigh = nµ. Note that all departure rates in the LB chain are higher than those of EQUI, and thus
this chain provides a lower bound on the mean response time under EQUI. We now have

ρlow =
Λ

bc(1− ε)cs
(

n
bc(1−ε)c

)
µ

=
cs(k∗)µ

bc(1− ε)cs
(

n
bc(1−ε)c

)
µ
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and

ρhigh =
Λ

nµ
=
cs(k∗)µ

nµ
=
s(k∗)µ

k∗µ
.

By Lemma 4.2 we again see that ρhigh < 1 < ρlow. We apply (4.5) to see that

lim
n→∞

E[T ]LB =
1

Λ
·
(

lim
n→∞
bc(1− ε)c+

ρlow
1− ρlow

+
1

1− ρhigh
+

1 + bc(1− ε)c(1 + ρhigh)

ρhigh − 1 + ρ
bc(1−ε)c
low (ρlow − ρhigh)

)
.

Since ρlow converges to a constant greater than 1 and ρhigh is a constant,

lim
n→∞

1

Λ
· ρlow

1− ρlow
= 0 and lim

n→∞

1

Λ
· 1

1− ρhigh
= 0.

Finally, we see that

lim
n→∞

1 + bc(1− ε)c(1 + ρhigh)

Λ
(
ρhigh − 1 + ρ

bc(1−ε)c
low (ρlow − ρhigh)

) = 0,

since the numerator grows linearly in n and the denominator grows exponentially in n. Thus,

lim
n→∞

E[T ]UB = lim
n→∞

1

Λ
· bc(1− ε)c

= lim
n→∞

1

Λ
· (c(1− ε)− o(n))

= (1− ε) 1

s(k∗)µ
.

We have therefore shown that

(1− ε) 1

s(k∗)µ
≤ lim

n→∞
E[T ]

EQUI
ρk∗=1 ≤ (1 + ε)

1

s(k∗)µ

for any 0 < ε ≤ 1 and we have thus shown (4.4) as desired.

4.6 Conclusion
This chapter introduces the question of how to allocate cores to jobs in a stochastic model of a mul-
ticore machine where all jobs have sublinear speedup functions. In particular, we examine the case
where job sizes are unknown and exponentially distributed, and all jobs follow the same speedup
function, s(k). In the case where all jobs are malleable, we prove that the well-known EQUI policy
minimizes mean response time by maximizing instantaneous system efficiency. Intuitively, we find
that when the scheduler cannot differentiate between jobs on the basis of their remaining sizes nor
their speedup functions, the optimal policy is to simply complete work at the fastest rate possible.
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While the EQUI policy works well when jobs are malleable, this may not always be the case.
Hence, we also study how to choose a good scheduling policy when jobs are only moldable. While
it seems that the ability to dynamically change the number of cores allocated to each job should
provide a massive benefit with respect to mean response time, we find that one can still achieve
near-optimal performance by using the optimal fixed level of parallelization, k∗. Hence, if jobs are
moldable but not malleable, the correct choice of scheduling policy can still result in near-optimal
performance. We show how to analytically determine k∗ as a function of system load, the speedup
curve, the job size distribution, the number of cores, and the dispatching policy.

The results of this chapter show the potential for great improvement in the performance of
systems where the user is tasked with reserving the cores they intend to use. For example, consider
a multicore server where each user greedily tries to use all the cores on a machine in order to
complete their own job as fast as possible. In a vacuum, a job might benefit from running on all of
the available cores, but doing so results in a highly inefficient use of resources and is therefore not
an effective strategy for minimizing the overall mean response time across many jobs. The results
of this chapter show that, in fact, giving large allocations to individual jobs is actually the worst
allocation to use in terms of its overall effect on mean response time. When job sizes are unknown
to the system, we are better off allowing the system to make scheduling decisions that maximize
system efficiency by sharing cores equally.

The work described in this chapter also created a new line of theory research within the field
of parallel scheduling by performing the first average-case analysis of scheduling policies for par-
allelizable jobs. Using a stochastic model of parallel jobs with sizes and speedup functions, we
provided the first description of policies that could perform optimally or near-optimally when
scheduling parallelizable jobs. These results provide interesting context to the previously known
worst-case results about the EQUI policy. Prior worst-case work tells us that EQUI is far from
optimal in the worst case, but that EQUI may still perform as well as possible given the adversarial
assumptions made in the worst-case model. In this chapter, we pinpoint exactly why EQUI can be
a good policy in some settings, and give sufficient conditions for EQUI to be optimal with respect
to mean response time.

The flip side of this observation is that, when job sizes are known to the system, or some jobs
are known to be more parallelizable than others, we can see that the arguments made in this chapter
will fall apart. However, while the worst-case theory literature continues to advocate for the use
of EQUI in these cases, our models will suggest new, more complex policies which will greatly
outperform EQUI. In the subsequent chapters, we will see that maximizing the instantaneous
system efficiency is no longer sufficient for minimizing mean response time when jobs can be
differentiated on the basis of their sizes and speedup functions. We will show how an optimal
policy can reduce the mean response time across jobs by sacrificing instantaneous system efficiency
in order to prioritize shorter jobs and preserve the future efficiency of the system.
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Chapter 5

Scheduling With Job Sizes

5.1 Introduction
In Chapter 4 we found that under certain circumstances, maximizing instantaneous system effi-
ciency results in a good scheduling policy. Specifically, when all jobs follow the same speedup
function and have exponentially distributed sizes, the optimal policy, EQUI, maximizes instanta-
neous system efficiency. However, in many important real-world systems, the size of each job will
be known to the system. Hence, in this chapter, we will relinquish the assumption that job sizes
are unknown, and show that an optimal policy can greatly outperform an efficiency-maximizing
policy with respect to mean response time when job sizes are known to the system.

In a wide variety of systems, there is sufficient information to make highly accurate predictions
about the remaining sizes of the jobs in the system. However, modern systems often fail to grasp
the importance of this size information when making scheduling decisions. For example, consider
analytics databases which process parallelizable queries. These systems often rely on cost-based
query optimizers [21] which are designed to estimate the inherent size of each query. Nonetheless,
many databases either process jobs in first-come-first-served (FCFS) order [75] or use EQUI [58].
Similarly, machine learning frameworks process jobs which require completing a known number
of iterations of stochastic gradient descent. Here, the number of iterations required is proportional
to the size of a job. However, both real-world systems [67] and academic schedulers [82] do not
use job sizes to make their scheduling decisions. We will see that the scheduling policies used in
these state-of-the-art systems can be dramatically improved by properly leveraging the available
job size information.

5.1.1 Scheduling Tradeoffs
This chapter considers the case where jobs sizes are exactly known to the system, but jobs still
cannot be differentiated on the basis of their speedup function. This gives the scheduler the ability
to see, at every moment in time, which jobs have shorter remaining sizes.

In this case, we can consider how the availability of job size information changes the optimality
results from the previous chapter. Figure 5.1 shows an illustration of the tradeoffs a policy must
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Maximize	System	Efficiency

Complete	short	jobs	before	long	jobs

Preserve	Future	Efficiency

Limit	individual	allocations Defer	parallelizable	work

Chapter	5

Chapter	6

Chapter	7

Shorter	jobs	get	larger	allocations

Figure 5.1: When job sizes are known to the system, a scheduling policy must balance a tradeoff
between maximizing instantaneous system efficiency and favoring short jobs.

balance, updated to reflect the availability of job size information. We see that, compared to
the policies of Chapter 4, policies in this chapter will have to balance a new tradeoff between
maximizing instantaneous system efficiency and favoring short jobs over long jobs.

Key Insight

In general, the mean response time across a set of jobs will be reduced when shorter jobs are com-
pleted before longer jobs. In fact, in the case where we have a single-core system, the optimal
policy for allocating that single core to jobs of known sizes is the Shortest Remaining Processing
Time (SRPT) policy, which allocates the entire core to the job with smallest remaining size [93].
Additionally, in a multicore system where jobs are perfectly parallelizable, we note that the sys-
tem’s many cores really function as a single large processor which can be arbitrarily allocated
without any loss in instantaneous system efficiency. Hence, if jobs are perfectly parallelizable,
SRPT is optimal with respect to mean response time.

However, as we saw in Chapter 4, system efficiency becomes a concern when jobs are only
partially parallelizable. If we were to employ SRPT when scheduling partially parallelizable jobs,
allocating all cores to the shortest job in the system, the loss in system efficiency could be arbitrarily
high. The question, then, is how to weigh the benefit of favoring a short job against the loss of
instantaneous system efficiency that results from allocating more cores to one individual job. In
particular, we have shown that EQUI maximizes instantaneous system efficiency, and SRPT gives
strict priority to short jobs, but neither of these policies is optimal in general when job sizes are
known. We will show in this chapter that an optimal policy must split the difference between EQUI
and SRPT, figuring out how to favor short jobs while still maintaining the overall efficiency of the
system.

5.1.2 Why Core Allocation is Counter-intuitive
Consider a simple system with n = 10 cores and M = 2 identical jobs of size 1, where s(k) = k.5,
and where we wish to minimize mean response time (which is equivalent to slowdown in this case).
A queueing theorist might look at this problem and say that to minimize response time, we should
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use the SRPT policy, first allocating all cores to job one and then all cores to job two. However, this
causes the system to be very inefficient. Another intuitive argument would be that, since everything
in this system is symmetric, the optimal allocation should be symmetric. Hence, one might think
to allocate half the cores to job one and half the cores to job two. While this equal allocation does
maximize the efficiency of the system by ensuring that neither job receives too many cores, it does
not minimize their mean response time. Theorem 5.9 will show that the optimal policy in this
case is to allocate 75% of the cores to job one and 25% of the cores to job two. In our simple,
symmetric system, the optimal allocation is very asymmetric! Note that this asymmetry is not an
artifact of the form of the speedup function used. For example, if we had instead assumed that the
speedup function s was Amdahl’s Law [46] with a parallelizable fraction of f = .9, the optimal
split is to allocate 63.5% of the system to one of the jobs. Instead, the optimal policy balances the
tradeoff between using an efficient equal allocation and using the inefficient SRPT policy which
favors small jobs. If we imagine a set of M arbitrarily sized jobs, one suspects that the optimal
policy again favors shorter jobs, but it is not obvious how to calculate the exact allocations for this
policy.

5.1.3 Why Finding the Optimal Policy is Hard
At first glance, solving for the optimal policy seems amenable to classical optimization techniques.
However, naive application of these techniques would require solving M ! optimization problems,
each consisting of O(M2) variables and O(M) constraints. Furthermore, although these tech-
niques could produce the optimal policy for a single problem instance, it is unlikely that they
would yield a closed form solution. We instead advocate for finding a closed form solution for the
optimal policy, which allows us to build intuition about the underlying dynamics of the system.

To understand the source of this complexity, we will first consider the problem of minimizing
the total response time of a set of just two jobs of sizes x1 and x2 respectively. If we assume that
the optimal policy completes job 2 first, we can write an expression for the total response time of
the two jobs as follows:

T1 + T2 =
2 · x2

s(θ2(0))
+

(
x1 − s(θ1(0))·x2

s(θ2(0))

)
s(n)

.

The first term in this expression describes the total response time accrued between time 0 and time
T2. The duration of this period is x2

s(θ2(0))
, and because there are two jobs in the system during this

period, the total response time accrued during the period is 2·x2
s(θ2(0))

. The second term encodes the
remaining time required to finish job 1 after job 2 completes. This expression assumes that job
allocations only change at the time of a departure, which we will prove formally in Theorem 5.1.
More interestingly, however, this expression implicitly encodes the idea that the policy finishes job
2 before job 1. If, on the other hand, job 1 finishes first, the expression would change to

T1 + T2 =
2 · x1

s(θ1(0))
+

(
x2 − s(θ2(0))·x1

s(θ1(0))

)
s(n)

.
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This has two main implications. First, it is possible that the allocation policy which minimizes
a particular expression for total response time does not complete jobs in the order encoded in
the expression. In this case, the value of the expression is meaningless – it does not equal the
total response time of the jobs under the computed policy. Hence, to find the optimal policy with
respect to a particular completion order, one must minimize the corresponding expression for total
response time subject to constraints which maintain the completion order of the allocation policy.
Second, because the objective function depends on the completion order of the jobs, there is no
single function to try to minimize to recover an optimal policy. Instead, we are interested in the
global minimum across all of the M ! completion orders, each of which has its own local minimum
that can be obtained by constrained minimization.

When there are only two jobs, it is tractable to directly solve for the optimal policy via known
constrained optimization methods. One can use Lagrange multipliers with two constraints – one to
ensure a valid allocation policy and one to enforce the completion order. One must solve two such
optimization problems corresponding to each of the potential completion orders. However, given
a set of M jobs with M ! possible completion orders, this naive approach would require solving
M ! optimization problems, each consisting of O(M2) variables used to define an allocation policy
and O(M) constraints. Even if some of this complexity could be elided by, for instance, proving
the completion order of the optimal policy (see Theorem 5.2), Lagrange multipliers are unlikely to
emit a closed form given such a complex objective function and large set of constraints.

Additionally, one may think to apply classical techniques from the deterministic scheduling
literature. Specifically, one technique is to show that the problem of minimizing weighted response
time can be reduced to solving a linear program where the feasible region is a polymatroid [12,
107]. The polymatroid technique can be used to show that a system is indexable (the optimal policy
is a simple priority policy) or even decomposable (job priorities do not depend on the other jobs in
the system). This technique can be used to provide a greedy algorithm for obtaining the optimal
policy. Unfortunately, the polymatroid technique is not straightforward to apply in our case.

Specifically, one generally proceeds by showing that a problem satisfies the so-called gener-
alized conservation laws [12, 107]. However, these conservation laws require scheduling policies
which are work-conserving, meaning the total rate at which the system completes work remains
constant over time. Allocation policies in our setting are not work conserving in general, and the
allocations used by the optimal policy do not maintain a constant work rate (see Figure 5.3). Ad-
ditionally, due to the form of the speedup function s(k) = kp, the region of achievable weighted
response times is not a polytope. Furthermore, the optimal policy we derive in Theorem 5.9 will
show that our problem is not decomposable for the case of minimizing weighted response time
where weights favor small jobs. While there may exist a reduction of our problem that would
allow one to establish some form of conservation laws, it is far from obvious what the “conserved
quantity” would be for our problem which would allow for application of these techniques.

Prior work has investigated the related problem of scheduling flows in networks where the
system capacity evolves over time [88]. However, this work derives an optimal policy only in the
case when the work rates of each job are constrained to lie in a series of polymatroids that describe
the system capacity at each moment in time. This assumption does not hold in our setting where
the work rate of each job is defined by the speedup function s(k) = kp.
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Hence, standard techniques do not appear to be compatible with our goal of finding the optimal
policy with respect to weighted response time.

5.1.4 Contributions
Given a set of jobs with known sizes, this chapter presents the optimal allocation policy with
respect to mean response time. We call this policy, which balances the tradeoff between EQUI
and SRPT, high efficiency SRPT (heSRPT). We generalize heSRPT to optimize for a broad class
of weighted response time metrics which includes the mean slowdown metric (see Section 5.2).
Our analysis considers the case where all jobs are present in the system at time 0. While this is a
common case in practice, it is also interesting to consider an online version of the problem, where
jobs arrive over time. Unfortunately, it has been shown that, in general, no optimal policy exists to
minimize mean slowdown in the online case [6]. We demonstrate that heSRPT, which is optimal
in the offline case, provides an excellent heuristic policy, Adaptive-heSRPT, for minimizing mean
slowdown in the online case. Adaptive-heSRPT often performs an order of magnitude better than
policies previously suggested in the literature.

In Section 5.3, we provide a complete overview of our results, but here we summarize the main
contributions of this chapter.
• To derive the optimal allocation function, we first develop a new technique in Section 5.4 to

reduce the dimensionality of the optimization problem. This dimensionality reduction leverages
two key properties of the optimal policy. First, in Section 5.4.1, we show that the optimal policy
must complete jobs in shortest-job-first order. Then, in Section 5.4.2, we prove the scale-free
property of the optimal policy which illustrates the optimal substructure of the optimal policy.
These insights reduce the problem of solving M ! optimization problems of O(M2) variables
and O(M) constraints to the problem of solving one, unconstrained optimization problem of
exactly M variables.

• In Section 5.4.3, we solve our simplified optimization problem to derive the first closed form
expression for the optimal allocation of n cores to M jobs which minimizes weighted response
time when weights favor small jobs. At any moment in time t we define

θ∗(t) = (θ∗1(t), θ∗2(t), . . . , θ∗M),

where θ∗i (t) denotes the fraction of the n cores allocated to job i at time t. Note that θ∗i (t) does
not depend on n. Our optimal allocation balances the size-awareness of SRPT and the high
efficiency of EQUI. We thus refer to our optimal policy as high efficiency SRPT (heSRPT) (see
Theorem 5.9). We also provide a closed form expression for the weighted response time under
heSRPT (see Theorem 5.10).

• In Section 5.5.2, we numerically compare the optimal policies with respect to both mean slow-
down and mean response time to other heuristic policies proposed in the literature and show that
our optimal policies significantly outperform these competitors.

• Finally, Section 5.5.3 turns to the online setting where jobs arrive over time. We propose an
online version of heSRPT called Adaptive-heSRPT which uses the allocations from heSRPT to

41



0

5

10

15

20

25

0 10 20 30

Number of Cores (k)

S
pe

ed
up

 s
(k

) Benchmark

blackscholes

bodytrack

canneal

Figure 5.2: Various speedup functions of the form s(k) = kp (dotted lines) which have been fit to
real speedup curves (solid lines) measured from jobs in the PARSEC-3 parallel benchmarks[109].
The three jobs, blackscholes, bodytrack, and canneal, are best fit by the functions where p = .89,
p = .82, and p = .69 respectively.

recalculate core allocations on every arrival and departure. Adaptive-heSRPT significantly out-
performs competitor policies from the literature in simulation, often by an order of magnitude.

5.2 Our Model
Our model assumes there are n identical cores which must be allocated to M parallelizable jobs.
AllM jobs are present at time t = 0. Job i is assumed to have some inherent size xi where, without
loss of generality (WLOG),

x1 ≥ x2 ≥ . . . ≥ xM .

In general we will assume that all jobs follow the same speedup function, s : R+ → R+, which
is of the form

s(k) = kp

for some 0 < p < 1.
We choose the family of functions s(k) = kp because they are (i) sublinear and concave, (ii)

can be fit to a variety of empirically measured speedup functions (see Figure 5.2) [109], and (iii)
simplify the analysis in this chapter. Note that [46] assumes s(k) = kp where p = 0.5 and explicitly
notes that using speedup functions of another form does not significantly impact their results.

In this chapter, we assume that all jobs are malleable, and hence the number of cores allocated
to a job can change over the course of the job’s lifetime.

In general, we assume that there is some policy, P , which allocates cores to jobs at every time,
t. When describing the state of the system, we will use mP (t) to denote the number of remaining
jobs in the system at time t, and xPi (t) to denote the remaining size of job i at time t. To describe
the state of each job at time t, let W P

i (t) denote the total amount of work done by policy P on job
i by time t. Let W P

i (t1, t2) be the amount of work done by policy P on job i on the interval [t1, t2).
That is,

W P
i (t1, t2) = W P

i (t2)−W P
i (t1).
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We denote the completion time of job i under policy P as T Pi . When the policy P is implied, we
will drop the superscript.

We will assume that the number of cores allocated to a job need not be discrete.
For each job, i, we define a corresponding weight wi > 0. We then define the weighted response

time for a set of jobs under policy P , F P , to be

F P =
M∑
i=1

wi · Ti.

By manipulating the weights associated with each job, one can derive metrics with different in-
tuitive meanings. We say that weights favor small jobs if larger weights are always assigned to
smaller jobs. That is, if

w1 ≤ w2 ≤ . . . ≤ wM .

The class of weighted response time metrics where weights favor small jobs includes several
popular metrics. First, note that the objective of minimizing mean response time is equivalent to
minimizing weighted response time when wi = 1 for each job, i. Another important metric that
belongs to this class of metrics is mean slowdown. The mean slowdown of a policy P , S

P
is

defined as

S
P

=
1

M
·
M∑
i=1

T Pi
xi/s(n)

.

The objective of minimizing mean slowdown is equivalent to minimizing weighted response time
when wi = 1

xi/s(n)
. Clearly, weights favor small jobs in this setting. Slowdown is a measure of

how a job was interfered with by other jobs in the system, and is often the metric of interest in the
theoretical parallel scheduling literature (where it is also called stretch) [68], as well as the HPC
community (where it is called expansion factor) [50].

For the sake of generality, this chapter considers the problem of finding the policy P ∗ which
minimizes the weighted response time for a set of M jobs when weights favor small jobs. Let F ∗

be the weighted response time under this optimal policy. We will denote the allocation function of
the optimal policy as θ∗(t). Similarly, we let m∗(t), x∗i (t), W ∗

i (t) and T ∗i denote the corresponding
quantities under the optimal policy.

5.3 Overview of Our Results
Our goal is to determine the optimal allocation of cores to jobs at every time, t, in order to minimize
the weighted response time of a set of M jobs of known size where weights favor small jobs. We
derive a closed form for the optimal allocation function

θ∗(t) = (θ∗1(t), θ∗2(t), . . . , θ∗M(t))

which defines the allocation for each job at any moment in time, t, that minimizes weighted re-
sponse time. We now provide an overview of the main theorems from this chapter.
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We begin by showing that the optimal policy completes jobs in Shortest-Job-First (SJF) order.
The proof of this theorem uses an interchange argument to show that any policy which violates
the SJF completion order can be improved. Because jobs follow a concave speedup function, a
standard interchange proof fails. Our proof requires careful accounting, and interchanges cores
between many jobs simultaneously. This claim is stated in Theorem 5.2.
Theorem 5.2 (Optimal Completion Order). The optimal policy completes jobs in Shortest-Job-
First (SJF) order:

M,M − 1,M − 2, . . . , 1.

Since jobs are completed in SJF order, we can also conclude that, at time t, the jobs left in the
system are specifically jobs 1, 2, . . . ,m(t). Theorem 5.2 is proven in Section 5.4.1.

Theorem 5.2 does not rely on the specific form of the speedup function – it holds if s(k) is any
increasing, strictly concave function.

Besides completion order, the other key property of the optimal allocation that we exploit is
the scale-free property. Our scale-free property states that for any job, i, job i’s allocation relative
to jobs completed after job i (jobs larger than job i) is constant throughout job i’s lifetime. This
property is stated formally in Theorem 5.5.
Theorem 5.5 (Scale-free Property). For any job, i, there exists a constant ci such that, for all
t < T ∗i

θ∗i (t)∑i
j=1 θ

∗
j (t)

= ci.

The scale-free property has an intuitive interpretation. One can imagine the optimal policy as
starting with some optimal allocation function θ∗(0), which gives a θ∗i (0) fraction of the cores to
job i at time 0. When job M completes, it will leave behind a set of θ∗M(0) · n newly idle cores.
The scale-free property tells us that the new value of the optimal allocation is found by reallocating
these idle cores to each job i < M in proportion to θ∗i (0). That is, of the θ∗M(0) · n newly available
cores, job i should receive

θ∗i (0)∑M−1
j=1 θ∗j (0)

· θ∗M(0) · n

additional cores.
An example of the scale-free property in action can be seen in Figure 5.3. Here, the optimal

allocation policy gives all 3 jobs a non-zero allocation a time t = 0. When job 3 completes, its
cores are reallocated to jobs 1 and 2. The allocations of job 1 and job 2 both increase, but the ratio
of these jobs’ allocations remains constant.

The scale-free property provides an optimal substructure that we exploit to reduce the dimen-
sionality of our optimization problem. For example, consider the case where the optimal allocation
function is known for a set of M−1 jobs, and we wish to additionally consider adding anM th job.
If we first decide how many cores to allocate to job M , the scale-free property tells us that stealing
these cores from the other M − 1 jobs in proportion to their existing allocations will produce the
optimal policy. Hence, knowing the optimal policy for a set of M − 1 jobs reduces the problem of
finding the optimal policy for a set of M jobs to a single variable optimization problem. Theorem
5.5 is proven in Section 5.4.2.
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Figure 5.3: Allocations made by the optimal allocation policy with respect to mean slowdown,
heSRPT, completing a set of M = 3 jobs where the speedup function is s(k) = k.5 and n = 100.
Job 3 completes at time t = .23, job 2 completes at time t = .44 and job 1 completes at time
t = .82. Jobs are finished in Shortest Job First order. Rather than allocating the whole system to
the shortest job, heSRPT optimally shares the system between all active jobs.

Note that, while we state the scale-free property above for the optimal policy, the scale-free
property actually holds for a more a general class of policies. For any given completion order of
the jobs, the policy which minimizes weighted response time while completing jobs in the given
order will obey the scale-free property.

We are now finally ready to state Theorem 5.9, which provides the allocation function for the
optimal allocation policy which minimizes weighted response time when weights favors small
jobs.
Theorem 5.9 (Optimal Allocation Function). At time t, when m(t) jobs remain in the system,

θ∗i (t) =


(

z(i)
z(m(t))

) 1
1−p −

(
z(i−1)
z(m(t))

) 1
1−p

1 ≤ i ≤ m(t)

0 i > m(t)

where

z(k) =
k∑
i=1

wi.

We refer to the optimal allocation policy which uses θ∗(t) as heSRPT.
Theorem 5.9 is proven in Section 5.4.3. Given the optimal allocation function θ∗(t), we can

also explicitly compute the optimal weighted response time for any set of M jobs. This is stated in
Theorem 5.10.
Theorem 5.10 (Optimal Weighted Response Time). Given a set of M jobs of size x1 ≥ x2 ≥
. . . ≥ xM , the weighted response time, F ∗, under the optimal allocation policy θ∗(t) is given by

F ∗ =
1

s(n)

M∑
k=1

xk ·
[
z(k)

1
1−p − z(k − 1)

1
1−p
]1−p
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where

z(k) =
k∑
i=1

wi.

Note that the optimal allocation policy biases its allocations towards shorter jobs, but does not
give strict priority to these jobs in order to maintain the overall efficiency of the system. That is,

0 < θ∗1(t) < θ∗2(t) < . . . < θ∗m(t)(t).

This is illustrated in Figure 5.3, where the smallest remaining jobs always get the largest allocations
under the optimal policy. We refer to the optimal policy derived in Theorem 5.9 as High Efficiency
Shortest-Remaining-Processing-Time or heSRPT.

Section 5.5.1 discusses how to apply Theorems 5.9 and 5.10 in order to optimize both the mean
slowdown and mean response time metrics. These applications are summarized in Corollary 5.11.

Corollary 5.11 (Optimal Mean Slowdown and Mean Response Time). If we define

wi =
1

xi/s(n)
and thus z(k) =

k∑
i=1

1

xi/s(n)
,

Theorem 5.9 yields the optimal policy with respect to mean slowdown and Theorem 5.10 yields the
optimal total slowdown.

If we define
wi = 1 and thus z(k) = k,

Theorem 5.9 yields the optimal policy with respect to mean response time and Theorem 5.10 yields
the optimal total response time.

The remainder of Section 5.5 is devoted to the development of Adaptive-heSRPT, an online
version of heSRPT.

5.4 Minimizing Weighted Response Time

5.4.1 The Optimal Completion Order
To determine the optimal completion order of jobs, we first show that the optimal allocation func-
tion remains constant between job departures. This implies that the optimal allocation has M
decision points where new allocations must be determined.
Theorem 5.1. Consider any two times t1 and t2 where, WLOG, t1 < t2. Let m∗(t) denote the
number of jobs in the system at time t under the optimal policy. If m∗(t1) = m∗(t2) then

θ∗(t1) = θ∗(t2).

Proof. Consider any time interval [t1, t2] during which no job departs the system, and hence
m∗(t1) = m∗(t2). Assume for contradiction that under the optimal policy θ∗(t1) 6= θ∗(t2). To
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produce a contradiction, we will show that the weighted response time under the optimal pol-
icy can be improved by using a constant allocation during the time interval [t1, t2]. The constant
allocation we use is equal to the average value of θ∗(t) during the interval [t1, t2].

Specifically, consider the allocation function θ∗(t) where

θ∗(t) =

{
1

t2−t1

∫ t2
t1
θ∗(T )dT ∀t1 ≤ t ≤ t2

θ∗(t) otherwise.

Note that θ∗(t) is constant during the interval [t1, t2]. Furthermore, because
∑m(t)

i=1 θ∗i (t) ≤ 1 for
any time t,

∑m(t)
i=1 θ∗i (t) ≤ 1 at every time t as well, and θ∗(t) is therefore a feasible allocation

function. Because the speedup function, s, is a strictly concave function, Jensen’s inequality gives∫ t2

t1

s
(
θ∗(t)

)
dt ≥

∫ t2

t1

s (θ∗(t)) dt

and for at least one job, i, the above inequality will be strict. Hence, the residual size of each job
under the allocation function θ∗(t) at time t2 is at most the residual size of that job under θ∗(t) at
time t2, and the residual time of job i is strictly less under the new policy at time t2. This guarantees
that no jobs will have its response time increased by this transformation and at least one job will
have its response time decreased by this transformation. We have thus constructed a policy with a
lower weighted response time than the optimal policy, a contradiction.

For the rest of the chapter, we will therefore only consider allocation functions which change
exclusively at departure times.

We can now show that the optimal policy will complete jobs in Shortest-Job-First order.
Theorem 5.2 (Optimal Completion Order). The optimal policy completes jobs in Shortest-Job-
First (SJF) order:

M,M − 1,M − 2, . . . , 1.

Proof. Assume the contrary, that the optimal policy does not follow the SJF completion order.
This means there exist two jobs α and β such that xα < xβ but T ∗β < T ∗α . Note that any number of
completions may occur between job α and job β.

If the allocation to job α had always been at least as large as the allocation to job β, it is easy to
see that job α would have finished first. Hence, we can identify some intervals of time where: (i)
the allocations to job α and job β are constant because there are no departures and (ii) the allocation
to job β is higher than the allocation to job α. Let I be the smallest set of disjoint intervals such
that for every [t1, t2) = i ∈ I

θ∗α(t) = θ∗α(t′) and θ∗β(t) = θ∗β(t′) ∀t, t′ ∈ [t1, t2) (5.1)

θ∗β(t1) > θ∗α(t1). (5.2)

Note also that on the interval [T ∗β , T
∗
α), job α receives some positive allocation while job β receives

no allocation because it is complete.
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On some subset of these intervals we will perform an interchange which will reduce the
weighted response time of the jobs, producing a contradiction. Let P be the policy resulting from
this interchange. Under P , we will fully exchange β and α’s allocations on the interval [T ∗β , T

∗
α).

That is, for any t ∈ [T ∗β , T
∗
α), θPβ (t) = θ∗α(t) and θPα (t) = 0. To offset this interchange we will

reallocate cores from β to α on some subset of the intervals in I . We will argue that, after this
interchange, T Pβ = T ∗α and T Pα < T ∗β , leading to a reduction in weighted response time.

Let W P
i (t) be the total amount of work done by policy P on job i by time t. Let W P

i (t1, t2) be
the amount of work done by policy P on job i on the interval [t1, t2). That is,

W P
i (t1, t2) = W P

i (t2)−W P
i (t1).

Let γ = W ∗
α(T ∗β , T

∗
α). Since job α finished at exactly time T ∗α , we know that W ∗

α(T ∗β ) = xα − γ.
Similarly, we know that

W ∗
β (T ∗β ) = xβ.

We can see that policy P has the capacity to do up to γ work on job β on the interval [T ∗β , T
∗
α).

Specifically, if
W P
β (T ∗β ) = xβ − γ

then T Pβ = T ∗α .
We will now reallocate cores from job β to job α on some of the intervals in I until W P

β (T ∗β ) =
xβ − γ. On every such interval i = [t1, t2) ∈ I we will choose

0 ≤ δi ≤ θ∗β(t1)− θ∗α(t1)

and let
θPβ (t1) = θ∗β(t1)− δi and θPα (t1) = θ∗α(t1) + δi.

Decreasing job β’s allocation on this interval has a well defined effect on W P
β (T ∗β ). Namely,

decreasing an allocation of a θ∗β(t1) fraction of the cores by δi decreases W P
β (T ∗β ) by

(t2 − t1)(s(θ∗β(t1) · n)− s((θ∗β(t1)− δi) · n)).

Note that, for any interval i ∈ I , W P
β (T ∗β ) is a continuous, decreasing function of δi.

We will now iteratively apply the following interchange algorithm. Initialize δi = 0, ∀i ∈ I .
For each interval i ∈ I , try setting δi to be θ∗β(i) − θ∗α(i). If W P

β (T ∗β ) is greater than xβ − γ after
this interchange, proceed to the next interval. If W P

β (T ∗β ) < xβ − γ using this value of δi, there
must exist some 0 < δi < θ∗β(i) − θ∗α(i) such that W P

β (T ∗β ) = xβ − γ by the intermediate value
theorem. Select this value of δi and terminate the algorithm.

To see this algorithm terminates, consider what would happen if

δi = θ∗β(i)− θ∗α(i) ∀i ∈ I.

In this case,
θPβ (t) ≤ θ∗α(t) ∀t ≤ T ∗β
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which would imply that

W P
β (T ∗β ) ≤ W ∗

α(T ∗β ) = xα − γ < xβ − γ.

Hence the algorithm will terminate before running out of intervals in I . By construction, we know
that T Pβ = T ∗α .

We now show that, after performing the interchange, T Pα < T ∗β . To see this, consider the total
amount of work done on any interval in i = [t1, t2) ∈ I before and after the interchange. Because
only the allocations to α and β have changed, it is clear that

m(t1)∑
j=1

W P
j (t1, t2)−W ∗

j (t1, t2) = (W P
α (t1, t2) +W P

β (t1, t2))− (W ∗
α(t1, t2) +W ∗

β (t1, t2)).

By the strict concavity of s, we know that the second derivative of s is negative. As illustrated in
Figure 5.4, and because θ∗β(t1)− δi ≥ θ∗α(t1) by construction, we know that

s((θ∗α(t1) + δi)n)− s(θ∗α(t1)n) > s(θ∗β(t1)n)− s((θ∗β(t1)− δi)n). (5.3)

}0

2

4

6

θα
∗(t1)N (θα

∗(t1) + δ)N (θβ
∗(t1) − δ)N θβ

∗(t1)N

Number of Cores (k)

S
p

e
e

d
u

p
 s

(k
)

δN }δN

Figure 5.4: An illustration of (5.3). Because the speedup function, s, is concave, its second deriva-
tive is negative. Hence, s increases less on the interval [(θ∗β(t1)− δ)n, θ∗β(t1)n] than on the interval
[θ∗α(t1)n, (θ∗α(t1) + δ)n].

Factoring out n gives

s(θ∗α(t1) + δi)− s(θ∗α(t1)) > s(θ∗β(t1))− s(θ∗β(t1)− δi)

and thus (
s(θ∗α(t1) + δi) + s(θ∗β(t1)− δi)

)
−
(
s(θ∗α(t1)) + s(θ∗β(t1))

)
> 0.

Multiplying both sides by (t2 − t1), we see that

(W P
α (t1, t2) +W P

β (t1, t2))− (W ∗
α(t1, t2) +W ∗

β (t1, t2)) > 0
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since both allocations are constant on the interval [t1, t2). That is, the total amount of work done
on interval i has increased. Since this holds for all i ∈ I we have that

∑
[t1,t2)∈I

(W P
α (t1, t2) +W P

β (t1, t2))− (W ∗
α(t1, t2) +W ∗

β (t1, t2)) > 0

∑
[t1,t2)∈I

W P
α (t1, t2)−W ∗

α(t1, t2)−
∑

[t1,t2)∈I

W ∗
β (t1, t2)−W P

β (t1, t2) > 0. (5.4)

Again, by construction, we have decreased the amount of work done on job β during the intervals
in I by exactly γ. That is, ∑

[t1,t2)∈I

W ∗
β (t1, t2)−W P

β (t1, t2) = γ

and hence by (5.4) ∑
[t1,t2)∈I

W P
α (t1, t2)−W ∗

α(t1, t2) > γ.

Recall that W ∗
α(T ∗β ) = xα − γ. Thus

W P
α (T ∗β )−W ∗

α(T ∗β ) =
∑

[t1,t2)∈I

W P
α (t1, t2)−W ∗

α(t1, t2)

W P
α (T ∗β )− (xα − γ) > γ

W P
α (T ∗β ) > xα.

This implies that, under policy P , job α finishes before time T ∗β .
We can thus conclude that after the interchange, policy P completes job β at exactly T ∗α and

policy P completes job α at some time before T ∗β . All other jobs are unchanged by this interchange,
and hence their response times remain the same. Hence, it suffices to show that

wαT
P
α + wβT

P
β < wαT

∗
α + wβT

∗
β .

Because weights favor small jobs we have that wβ < wα. Furthermore, we have assumed that
T ∗α > T ∗β . Hence,

wβ
(
T ∗α − T ∗β

)
< wα

(
T ∗α − T ∗β

)
wβT

∗
α + wαT

∗
β < wαT

∗
α + wβT

∗
β ,

and thus by construction

wβT
P
β + wαT

P
α < wβT

∗
α + wαT

∗
β < wαT

∗
α + wβT

∗
β .

This implies that the policy P has a lower weighted response time than the optimal policy, a
contradiction.
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Definition 5.3. It will be useful to consider the rate at which weighted response time is accrued
in between departures. Because the optimal completion order is SJF, we know that job k will
complete directly after job k + 1, and that during the interval [T ∗k+1, T

∗
k ), jobs 1 through k will be

present in the system. Hence, we define z(k) to be the rate at which total response time is accrued
during the interval [T ∗k+1, T

∗
k ), where

z(k) =
k∑
i=1

wi.

5.4.2 The Scale-Free Property
The goal of this section is to characterize some optimal substructure of the optimal policy that
will allow us to reduce the search space for the optimal policy. Hence, we now prove an inter-
esting property of the optimal policy which we call the scale-free property. We will first need a
preliminary lemma.
Lemma 5.4. Consider an allocation function θ(t) which, on some time interval [0, T ] leaves β
fraction of the system unused. That is,

m(t)∑
i=1

θi(t) = 1− β ∀t ∈ [0, T ].

The total work done on any job i by time T under θ(t) is equivalent to the total work done on job
i by time T under an allocation function θ′(t) where

θ′(t) =
θ(t)

1− β ∀t ∈ [0, T ]

in a system that runs at (1− β)p times the speed of the original system (which runs at rate 1).

Proof. Consider the policy θ′(t) in a system which runs at (1− β)p = s(1− β) times the speed of
the original system on [0, T ]. The service rate of any job in this system on [0, T ] is given by

s(1− β) · s(θ′(t) · n) = s((1− β) · θ′(t) · n) = s(θ(t) · n).

Since, at any time t′ ∈ [0, T ], the service rate for any job i is the same under θ(t) as it is under
θ′(t) in a system which is (1−β)p times as fast, the same amount of work is done on job i by time
T in both systems.

Using Lemma 5.4 we can characterize the optimal policy. Theorem 5.5 states that a job’s allocation
relative to the jobs larger than it will remain constant for the job’s entire lifetime.
Theorem 5.5 (Scale-free Property). For any job, i, there exists a constant ci such that, for all
t < T ∗i

θ∗i (t)∑i
j=1 θ

∗
j (t)

= ci.
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Proof. We will prove this statement by induction on the overall number of jobs, M . First, note
that the statement is trivially true when M = 1. It remains to show that if the theorem holds for
M = k, then it also holds for M = k + 1.

LetM = k+1 and let T ∗i denote the finishing time of job i under the optimal policy. Recall that
the optimal policy finishes jobs according to the SJF completion order, so T ∗i+1 ≤ T ∗i . Consider
a system which optimally processes k jobs, which WLOG are jobs 1, 2, . . . ,M − 1. We will now
ask this system to process an additional job, job M . From the perspective of the original k jobs,
there will be some constant portion of the system, θ∗M , used to process job M on the time interval
[0, T ∗M ]. The remaining 1−θ∗M fraction of the system will be available during this time period. Just
after time T ∗M , there will be at most k jobs in the system, and hence by the inductive hypothesis the
optimal policy will obey the scale-free property on the interval (T ∗M , T

∗
1 ].

Consider the problem of minimizing the weighted response time of the M jobs given any fixed
value of θ∗M such that the SJF completion order is obeyed. We can write the optimal weighted
response time of the M jobs, F ∗, as

F ∗ = wMT
∗
M +

M−1∑
j=1

wjT
∗
j

where wMT ∗M is a constant. Clearly, optimizing weighted response time in this case is equivalent
to optimizing the weighted response time for M − 1 = k jobs with the added constraint that θ∗M is
unavailable (and hence “unused” from the perspective of jobsM − 1 through 1) during the interval
[0, T ∗M ]. By Lemma 5.4, this is equivalent to having a system that runs at a fraction (1− θ∗M)p of
the speed of a normal system during the interval [0, T ∗M ].

Thus, for some d > 1, we will consider the problem of optimizing weighted response time for
a set of k jobs in a system that runs at a speed 1

d
times as fast during the interval [0, T ∗M ].

Let F ∗[xM−1, . . . , x1] be the optimal weighted response time of k jobs of size xM−1 . . . x1. Let
F s[xM−1, . . . , x1] be the weighted response time of these jobs in a slow system which always runs
1
d

times as fast as a normal system.
If we let T si be the finishing time of job i in the slow system, it is easy to see that

T ∗i =
T si
d

since we can just factor out a d from the expression for the completion time of every job in the
slow system. Hence, we see that

F ∗[xM−1, . . . , x1] =
F s[xM−1, . . . , x1]

d

by the same reasoning. Clearly, then, the optimal allocation function in the slow system, θs(t), is
equal to θ∗(t) at the respective departure times of each job. That is,

θ∗(T ∗j ) = θs(T sj ) ∀1 ≤ j ≤M − 1.

We will now consider a mixed system which is “slow” for some interval [0, T ∗M ] that ends before
T sM−1, and then runs at normal speed after time T ∗M . Let FZ [xM−1, . . . , x1] denote the weighted
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response time in this mixed system and let θZ(t) denote the optimal allocation function in the
mixed system. We can write

FZ [xM−1, . . . , x1] = z(k) · T ∗M

+ F ∗[xM−1 −
s(θZM−1)T ∗M

d
, . . . x1 −

s(θZ1 )T ∗M
d

].

Similarly we can write

F s[xM−1, . . . , x1] = z(k) · T ∗M
+ F s[xM−1 −

s(θsM−1)T ∗M
d

, . . . x1 −
s(θs1)T ∗M

d
].

Let TZi be the finishing time of job i in the mixed system under θZ(t). Since z(k) · T ∗M is a
constant not dependent on the allocation function, we can see that the optimal allocation function
in the mixed system will make the same allocation decisions as the optimal allocation function in
the slow system at the corresponding departure times in each system. That is,

θ∗(T ∗j ) = θs(T sj ) = θZ(TZj ) ∀1 ≤ j ≤M − 1.

By the inductive hypothesis, the optimal allocation function in the slow system obeys the scale-
free property. Hence, θZ(t) also obeys the scale-free property for this set of k jobs given any fixed
value of θ∗M .

We now apply Lemma 5.4 again, multiplying θZ(t) by 1−θ∗M on the interval [0, T ∗M ] to recover
an allocation policy with θ∗M unused cores on [0, T ∗M ]. We call the resulting policy θP (t). By
Lemma 5.4, jobs M − 1, . . . , 1 have the same residual sizes at time T ∗M in a mixed system under
θZ(t) as they do in a constant speed system under θP (t). Hence, because the mixed system under
θZ(t) and the constant speed system under θP (t) are identical after time T ∗M , the weighted response
time in these two systems is the same. Therefore, if θZ(t) is optimal in the mixed system, θP (t)
minimizes the weighted response time of jobs M − 1, . . . , 1 for any fixed value of θ∗M in a normal
speed system. Since θZ(t) obeys the scale-free property, θP (t) obeys the scale-free property for
jobs 1, . . . ,M − 1. Hence, for a set of M = k + 1 jobs, given any allocation θ∗M to job M on the
interval [0, T ∗M ], the optimal allocations to the remaining M − 1 jobs obey the scale-free property.
Finally, the scale-free property is trivially satisfied for job M by allocating any fixed θ∗M to job
M on the interval [0, T ∗M ] and setting ci = θ∗M . The optimal allocation function for processing the
M = k+1 jobs therefore obeys the scale-free property. This completes the proof by induction.

Definition 5.6. The scale-free property tells us that, under the optimal policy, job i’s allocation
relative to the jobs completed after it is a constant, ci. Note that the jobs completed after job i
are precisely the jobs with an initial size of at least xi, since the optimal policy follows the SJF
completion order. It will be useful to define a scale-free constant, ω∗i , for every job i, where for
any t < T ∗i

ω∗i =
1

ci
− 1 =

∑i−1
j=1 θ

∗
j (t)

θ∗i (t)
.
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Note that we define ω1 = 0. Let ω∗ = (ω∗1, ω
∗
2, . . . , ω

∗
M) denote the scale-free constants corre-

sponding to each job.

5.4.3 Finding the Optimal Allocation Function
We will now make use of the scale-free property and our knowledge of the optimal completion
order to find the optimal allocation function. We will consider the weighted response time under
any policy, P , which obeys the scale-free property and follows the SJF completion order. In
Lemma 5.7, we derive an expression for the weighted response time under the policy P as a
function of the scale-free constants ωP . In Theorem 5.8 we then minimize this expression to find
the optimal scale-free constants and the optimal allocation function.
Lemma 5.7. Consider a policy P which obeys the scale-free property and which completes jobs
in shortest-job-first order. We define

ωPi =

∑i−1
j=1 θ

P
j (t)

θPi (t)
∀1 < i ≤M, 0 ≤ t < T Pi

and ωP1 = 0. We can then write the weighted response time under policy P as a function of
ωP = (ωP1 , ω

P
2 , . . . , ω

P
M) as follows

F P (ωP ) =
1

s(n)

M∑
k=1

xk ·
[
z(k)s(1 + ωPk )− z(k − 1)s(ωPk )

]
Proof. To analyze the total weighted response time under P we will relate P to a simpler policy,
P ′, which is much easier to analyze. We define P ′ to be

θP
′

i = θP
′

i (t) = θPi (0) ∀1 ≤ i ≤M.

Importantly, each job receives some initial optimal allocation at time 0 which does not change over
time under P ′. Since allocations under P ′ are constant we have that

T P
′

k =
xk

s(θP
′

k )
.

We can now derive equations that relate T Pk to T P ′k .
By Theorem 5.5, during the interval [T P

′

k+1, T
P ′

k ],

ωPi = ωP
′

i ∀1 ≤ i ≤ k.

Note that a fraction of the system
∑M

i=k+1 θ
P ′
i is unused during this interval, and hence by Lemma

5.4, we have that

T P
′

k − T P
′

k+1 =
T Pk − T Pk+1

s(θP
′

1 + · · ·+ θP
′

k )
.
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Let αk = 1

s(θP
′

1 +···+θP ′k )
be the scaling factor during this interval.

If we define xM+1 = 0 and T PM+1 = 0, we can express the weighted response time under policy
P , F P , as

F P = z(M)T PM + z(M − 1)(T PM−1 − T PM) + · · ·+ z(2)(T P2 − T P3 ) + z(1)(T P1 − T P2 )

=
M∑
k=1

z(k)(T Pk − T Pk+1)

=
M∑
k=1

z(k)
T P

′

k − T P
′

k+1

αk
.

We can now further expand this expression in terms of the job sizes, using the fact that s(ab) =
s(a) · s(b), as follows:

F P =
M∑
k=1

z(k)

xk
s(θP

′
k n)
− xk+1

s(θP
′

k+1n)

αk

=
1

s(n)

M∑
k=1

z(k) ·
[
xks(1 + ωP

′

k )− xk+1s(ω
P ′

k+1)
]

=
1

s(n)

M∑
k=1

xk ·
[
z(k)s(1 + ωPk )− z(k − 1)s(ωPk )

]
(5.5)

as desired.

We now have an expression for the weighted response time of any policy P which obeys
the scale-free property and completes jobs in SJF order. Since the optimal policy obeys these
properties, the choice of P which minimizes the above expression for weighted response time
must be the optimal policy. In Theorem 5.8 we find a closed form expression for the optimal
scale-free constants.
Theorem 5.8 (Optimal Scale-Free Constants). The scale-free constants of the optimal policy are
given by the expression

ω∗k =
1(

z(k)
z(k−1)

) 1
1−p − 1

∀1 < k ≤M.

Proof. Consider a policy P which obeys the scale-free property and completes jobs in SJF order.
Let F P (ωP ) be the expression for weighted response time for P from Lemma 5.7. Our goal is to
find a closed form expression forω∗, the scale-free constants which minimize the above expression
for weighted response time.

A sufficient condition for finding ω∗ is that a policy completes jobs in SJF order and satisfies
the following first-order conditions:

∂F P

∂ωPk
= 0 ∀1 ≤ k ≤M
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The second-order conditions are satisfied trivially. Note that solely satisfying the first order
conditions is insufficient, because the resulting solution is not guaranteed to respect the SJF com-
pletion order. Luckily, we can show that any solution which satisfies the first-order conditions also
completes jobs in SJF order. To see this, we will begin by finding the allocation function, ΘP (t),
which satisfies the first-order conditions.

The first order conditions, obtained by differentiating (5.5), give

z(k)s′(1 + ωPk )− z(k − 1)s′(ωPk ) = 0 ∀1 ≤ k ≤M

and hence
ωPk =

1(
z(k)
z(k−1)

) 1
1−p − 1

∀1 < k ≤M

We can show that the values of ΘP
k (t) are increasing in k (see B.1). That is, smaller jobs

always have larger allocations than larger jobs under ΘP (t). This implies that ΘP (t) follows the
SJF completion order, since a larger job cannot complete before a smaller job unless it receives
a larger allocation for some period of time. ΘP (t) therefore satisfies the sufficient condition for
optimality. We thus have found a closed form expression for the optimal scale free constants. That
is,

ω∗k =
1(

z(k)
z(k−1)

) 1
1−p − 1

∀1 < k ≤M

as desired.

We now derive the optimal allocation function in Theorem 5.9.
Theorem 5.9 (Optimal Allocation Function). At time t, when m(t) jobs remain in the system,

θ∗i (t) =


(

z(i)
z(m(t))

) 1
1−p −

(
z(i−1)
z(m(t))

) 1
1−p

1 ≤ i ≤ m(t)

0 i > m(t)

where

z(k) =
k∑
i=1

wi.

We refer to the optimal allocation policy which uses θ∗(t) as heSRPT.

Proof. We can now solve a system of equations to derive the optimal allocation function. Consider
a time, t, when there are m(t) jobs in the system. Since the optimal completion order is SJF, we
know that the jobs in the system are specifically jobs 1, 2, . . . ,m(t). We know that the allocation
to jobs m(t) + 1, . . . ,M is 0, since these jobs have been completed. Hence, we have that

θ∗1 + θ∗2 + . . .+ θ∗m(t) = 1.
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Furthermore we have m(t)− 1 constraints provided by the expressions for ω∗2, ω
∗
3, . . . , ω

∗
m(t).

ω∗2 =
θ∗1(t)

θ∗2(t)
, ω∗3 =

θ∗2(t) + θ∗1(t)

θ∗3(t)
, · · · , ω∗m(t) =

∑m(t)−1
i=1 θ∗i (t)

θ∗m(t)(t)
.

These can be written as

θ∗1(t) = ω∗2θ
∗
2(t)

θ∗1(t) + θ∗2(t) = ω∗3θ
∗
3(t)

· · ·
θ∗1(t) + θ∗2(t) + · · ·+ θ∗m(t)−1(t) = ω∗m(t)θm(t)

θ∗1 + θ∗2 + . . .+ θ∗m(t) = 1

and then rearranged as

θ∗m(t)(t) =
1

1 + ω∗m(t)

θ∗m(t)−1(t) =
θ∗m(t)(t)ω

∗
m(t)

1 + ω∗m(t)−1

=
ω∗m(t)

(1 + ω∗m(t)−1)(1 + ω∗m(t))

· · ·
θ∗2(t) =

θ∗3(t)ω∗3
1 + ω∗2

=
ω∗3 · · ·ω∗m(t)

(1 + ω∗2) · · · (1 + ω∗m(t))

θ∗1(t) =
θ∗2(t)ω∗2
1 + ω∗1

=
ω∗2 · · ·ω∗m(t)

(1 + ω∗1) · · · (1 + ω∗m(t))
.

We can now plug in the known values of ω∗i and find that

θ∗i (t) =

(
z(i)

z(m(t))

) 1
1−p

−
(
z(i− 1)

z(m(t))

) 1
1−p

∀1 ≤ i ≤ m(t)

This argument holds for any m(t) ≥ 1, and hence we have fully specified the optimal allocation
function.

Taken together, the results of this section yield an expression for weighted response time under
the optimal allocation policy. This expression is stated in Theorem 5.10.
Theorem 5.10 (Optimal Weighted Response Time). Given a set of M jobs of size x1 ≥ x2 ≥
. . . ≥ xM , the weighted response time, F ∗, under the optimal allocation policy θ∗(t) is given by

F ∗ =
1

s(n)

M∑
k=1

xk ·
[
z(k)

1
1−p − z(k − 1)

1
1−p
]1−p

where

z(k) =
k∑
i=1

wi.
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5.5 Discussion and Evaluation
We now examine the impact of the results shown in Section 5.4.

Section 5.5.1 shows how the results of Section 5.4 can be applied to provide the optimal policy
with respect to mean slowdown and mean response time.

We perform a numerical evaluation of heSRPT in Section 5.5.2. We compare heSRPT to
several competitor policies from the literature and show that heSRPT not only outperforms these
policies as expected, but often reduces slowdown by over 30%.

The above results apply in the common case where all jobs are present at time 0, but it is
also interesting to consider the online case where jobs arrive over time. To address the online
case, we use heSRPT as the basis of a heuristic policy. Section 5.5.3 compares our heuristic pol-
icy, Adaptive-heSRPT, to other heuristic allocation policies from the literature. Adaptive-heSRPT
vastly outperforms other heuristic policies in this online case.

5.5.1 Applying heSRPT
The optimality results of Section 5.4.3 were stated in terms of any weighted response time metric
where weights favor small jobs. Specifically, this class of metrics can be used to find the optimal
policy with respect to several popular metrics including mean slowdown and mean response time.
This is summarized in the following corollary.
Corollary 5.11 (Optimal Mean Slowdown and Mean Response Time). If we define

wi =
1

xi/s(n)
and thus z(k) =

k∑
i=1

1

xi/s(n)
,

Theorem 5.9 yields the optimal policy with respect to mean slowdown and Theorem 5.10 yields the
optimal total slowdown.

If we define
wi = 1 and thus z(k) = k,

Theorem 5.9 yields the optimal policy with respect to mean response time and Theorem 5.10 yields
the optimal total response time.

This corollary follows directly from the definitions of mean slowdown and mean response time,
respectively. Specifically, our results hold in these cases because the weights used in both cases
favor small jobs.

One might ask which, if any, of our results hold in the case where weights do not favor small
jobs. If weights do not favor small jobs it is easy to construct an example where one should not
complete jobs in SJF order. Giving a job of any size a sufficiently high weight can cause it to
complete first under the optimal policy. In addition to obviously contradicting Theorem 5.2, the
SJF completion order was exploited in the proof of Theorem 5.8. It is worth noting, however, that
regardless of the weights used, the optimal policy will obey the scale free property of Theorem 5.5.
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Parameter p = 0.05 Parameter p = 0.3 Parameter p = 0.5 Parameter p = 0.75 Parameter p = 0.9 Parameter p = 0.99
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Figure 5.5: Mean slowdown of heSRPT and allocation policies from the literature in the offline
setting with all jobs present at time 0. Evaluation assumes n = 1, 000, 000 cores and M = 500
jobs whose sizes are Pareto(α = .8) distributed. Each graph shows mean slowdown for one value
of the speedup parameter, p, where s(k) = kp. heSRPT often dominates by over 30%.

5.5.2 Numerical Evaluation: Offline Setting
We now compare the optimal mean slowdown under heSRPT with the mean slowdown under
policies from the literature.

Our comparison continues to assume that all jobs are present at time 0. While we have a closed
form expression for the optimal mean slowdown under heSRPT, we wish to compare heSRPT to
policies for which there is no closed form analysis. Hence, we perform a numerical analysis of
heSRPT and several policies from the literature.

We compare heSRPT to the following list of competitor policies:
SRPT allocates the entire system to the single job with shortest remaining processing time.

While SRPT is optimal when p = 1, we expect SRPT to perform poorly when jobs make inefficient
use of cores. When all jobs are present at time 0, SRPT is equivalent to the RS policy [104] which
minimizes mean slowdown in an M/G/1.

EQUI allocates an equal fraction of the cores to each job at every moment in time. EQUI has
been analyzed using competitive analysis [24, 25] in similar models of parallelizable jobs, and was
shown to be optimal in expectation when job sizes are unknown and exponentially distributed in
Chapter 6. Other policies such as Intermediate-SRPT [49] reduce to EQUI in our model where the
number of jobs, M , is assumed to be less than the number of cores, n.

HELL is a heuristic policy proposed in [62] which, similarly to heSRPT, tries to balance system
efficiency with biasing towards short jobs. HELL defines a job’s efficiency to be the function s(k)

k
.

HELL then iteratively allocates cores. In each iteration, HELL identifies the job which can achieve
highest ratio of efficiency to remaining processing time, and allocates to this job the cores required
to achieve this maximal ratio. This process is repeated until all cores are allocated. While HELL
is consistent with the goal of heSRPT, the specific ratio that HELL uses is just a heuristic.

KNEE is the other heuristic policy proposed in [62]. KNEE defines a job’s knee allocation
to be the number of cores for which the job’s marginal reduction in run-time falls below some
threshold, α. KNEE then iteratively allocates cores. In each iteration, KNEE identifies the job
with the lowest knee allocation and gives this job its knee allocation. This process repeats until all
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cores are allocated. Because there is no principled way to choose this α, we perform a brute-force
search of the parameter space and present the results given the best α parameter we found. Hence,
results for KNEE are an optimistic prediction of KNEE’s performance.

We evaluate heSRPT and the competitor policies in a system of n = 1, 000, 000 cores and
M = 500 jobs whose sizes are Pareto(α = .8) distributed. The speedup parameter p is set to
values between 0.05 and 0.99. Figure 5.5 shows the results of this analysis.

heSRPT outperforms every competitor policy in every case as expected. When p is low, EQUI
is within 1% of heSRPT, but EQUI is over 3× worse than heSRPT when p = 0.99. Conversely,
when p = 0.99, SRPT is nearly optimal. However, SRPT is an order of magnitude worse than
heSRPT when p = 0.05. While HELL performs similarly to SRPT in most cases, it is 50% worse
than optimal when p = 0.05. The KNEE policy is the best of the competitor policies that we
consider. In the worst case, when p = 0.99, KNEE is roughly 50% worse than heSRPT. However,
these results for KNEE required brute-force tuning of the allocation policy. We examined several
other job size distributions and in all cases we saw similar trends.

Because the competitor policies described in this section were designed to minimize mean re-
sponse time, we now compare the optimal mean response time under heSRPT to the mean response
time of these competitor policies. The competitor policies remain unchanged from their descrip-
tions in this section, and the conditions of our analysis (numbers of cores, job size distribution,
speedup function) remain the same as well.

Figure 5.6 shows the results of our analysis. We see that the results with respect to mean
response time are generally similar to the results of Figure 5.5. heSRPT once again outperforms
every competitor policy by at least 30% in at least one case. Hence, the results shown in Figure 5.5
are not only caused by the fact that the competitor policies optimize for a different metric. Even
when comparing policies with respect to mean response time, each of the competitor policies can
be far from optimal.
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Figure 5.6: A comparison of the optimal mean response time under heSRPT to other allocation
policies found in the literature. Each policy is evaluated on a system of n = 1, 000, 000 cores and
a set of M = 500 jobs whose sizes are drawn from a Pareto distribution with shape parameter .8.
Each graph shows the mean response time under each policy with various values of the speedup
parameter, p, where the speedup function is given by s(k) = kp. heSRPT outperforms every
competitor by at least 30% in at least one case.
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Figure 5.7: Mean slowdown of A-heSRPT and policies from the literature in the online setting.
Simulations assume n = 10, 000 cores and a Poisson arrival process. Job sizes are Pareto(α = 1.5)
distributed. Each graph shows mean slowdown for one value of the speedup parameter, p, where
s(k) = kp. A-heSRPT often dominates by an order of magnitude.

5.5.3 Numerical Evaluation: Online Setting
While we have shown that heSRPT provides the optimal mean slowdown in the case where all jobs
are present at time 0, minimizing the slowdown of a stream of arriving parallelizable jobs remains
an open theoretical problem.

To understand the added complexity of the online setting, consider the problem of allocating
cores to two jobs at time 0, while knowing that an arrival will occur at time 1. The optimal policy
might try to complete one job quickly and allow the arrival to compete for cores with the second
job, or it might try and complete both of the original jobs before time 1 in order to reduce the
response time of the arriving job. In general, it is no longer sufficient to compare two jobs and
decide which to complete first. One must also decide how many jobs to complete before the next
arrival. This prevents the results in this chapter from generalizing cleanly to the online case.

We therefore use simulation to compare the performance of heSRPT to the competitor policies
described above in an online setting where jobs arrive over time. For this comparison, we define a
heuristic online policy, inspired by heSRPT, which we refer to as Adaptive-heSRPT (A-heSRPT).
A-heSRPT recalculates the allocation to each job every time a job departs from or arrives to the
system, using the heSRPT allocations as defined in Theorem 5.9. All of the other competitor
policies we examine generalize to online setting in a similar way, reevaluating their allocation
decisions on each arrival or departure.

For the sake of completeness, we also examine an additional competitor policy in the on-
line case, the RS policy [104] which is known to minimize mean slowdown online for non-
parallelizable jobs in an M/G/1 system [48]. The RS policy allocates all cores to the job with
the lowest product of remaining size (R) times initial size (S). RS is identical to SRPT if all jobs
are present at time 0, but must be considered separately in the online case.

Figure 5.7 shows that A-heSRPT outperforms all competitor policies in every case, often by
several orders of magnitude. When jobs are highly parallelizable, policies such as SRPT and
RS which aggressively favor small jobs can occasionally compete with A-heSRPT. However, as
load increases and the allocation decision becomes more complex, A-heSRPT vastly outperforms
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the competition. Conversely, when jobs have a low level of parallelizability (low p), SRPT, RS,
HELL and KNEE fail to maintain the efficiency of the system and perform poorly. EQUI, which
maximizes efficiency but does not favor small jobs, follows the opposite trend – EQUI performs
decently when p is low, but it performs poorly when p is high. A-heSRPT is the only policy which
is able to handle high and low values of p over a range of system loads.

5.6 Conclusion
This chapter addresses the problem of scheduling parallelizable jobs of known size in order to
minimize an important class of weighted response time metrics. When designing a scheduling
policy, it is tempting to use an efficiency-maximizing policy such as EQUI. However, when job
sizes are known, an optimal policy might be willing to sacrifice system efficiency in order to favor
smaller jobs. Strictly favoring short jobs by using an SRPT policy sacrifices too much system
efficiency, and is far from optimal in general. This chapter shows that the optimal policy, heSRPT,
must carefully balance the tradeoff between instantaneous system efficiency and favoring short
jobs. While our optimality results are derived in the case where all jobs are present at time 0,
heSRPT serves as the basis for an online policy that performs well in practice.

From Section 5.5, it is clear that systems with known job sizes stand to benefit greatly from
implementing heSRPT. However, this chapter also has important implications for systems where
job sizes are currently not available to the system. Many of these systems do not make job size
information available to the scheduler largely because the importance of such information is not
well-understood by the systems community. For example, work has been done to better predict
the speedup function a data center job will receive [23]. Similar attempts can be made to predict
the inherent sizes of data center jobs. The results of this chapter show that, if we could develop
mechanisms for accurately predicting job sizes in data centers, response times in these systems
could be significantly reduced.

Having considered both the case where job sizes are completely unknown and the case where
job sizes are known exactly, it is natural to ask how a scheduling policy should behave when given
partial information about the sizes of the jobs. For example, if the job sizes are unknown, but are
known to follow a Pareto distribution, the expected remaining size of job will change depending
on how long the job has been running. Scheduling jobs with generally-distributed sizes in multi-
server systems remains as one of the most important open problems in the queueing community
[33]. While recent work has looked at scheduling non-parallelizable jobs with unknown sizes in a
multi-server system [90], these results require heavy-traffic analysis. Hence, the question of how
to schedule parallelizable jobs of unknown, generally distributed sizes remains an open problem
at the forefront of performance modeling research [37].

We have now seen one way in which a scheduling policy may be able to reduce job response
times by sacrificing the instantaneous system efficiency. However, this chapter still assumes that
all jobs follow a single speedup function. In the next two chapters we will see that additional,
analogous tradeoffs will arise when jobs are permitted to follow different speedup functions. Here,
rather than sacrificing instantaneous system efficiency to favor short jobs, an optimal policy may
defer parallelizable work to preserve the future efficiency of the system. When jobs follow multiple
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speedup functions and have known sizes, an allocation policy must weigh multiple competing
tradeoffs simultaneously.
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Chapter 6

Scheduling With Multiple Speedup
Functions

6.1 Introduction
In both Chapter 4 and Chapter 5 we have restricted our discussion to the case where all jobs
follow the same speedup function. This could be the case if, for example, a system was tasked
with processing jobs that represented instances of a single application being invoked with different
inputs. It is natural to ask, however, how a scheduling policy should behave when some jobs are
known to be more parallelizable than others.

Scheduling jobs which follow different speedup functions is particularly important because
modern parallel workloads can be astonishingly diverse [100]. Jobs from these heterogeneous
workloads can differ dramatically in both their inherent sizes and in how effectively they can be
parallelized [23]. This heterogeneity often occurs when different jobs in a given workload repre-
sent fundamentally different types of computation. For instance, a simple database lookup which
retrieves a single record may only be capable of running on a single core and may complete in just
milliseconds. On the other hand, data analytics queries generally require scanning entire tables and
aggregating statistics over large sets of records [76]. As such, databases are generally designed to
allow these analytics queries to be highly parallelizable [58]. As we will see in this chapter, em-
ploying scheduling policies which explicitly account for the heterogeneity of the workloads they
serve can dramatically improve system performance.

6.1.1 Scheduling Tradeoffs
This chapter considers the case where jobs may belong to one of two classes, each of which has its
own speedup function, si. We will assume that job sizes are once again unknown and exponentially
distributed, but that the scheduler can identify which class a job belongs to. That is, the scheduler
knows that some jobs are more parallelizable than others.

This chapter will show how we can optimally schedule parallelizable jobs which are heteroge-
neous with respect to their speedup functions. Figure 6.1 shows an illustration of the tradeoffs a
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Maximize	System	Efficiency

Complete	short	jobs	before	long	jobs

Preserve	Future	Efficiency

Limit	individual	allocations Defer	parallelizable	work

Chapter	5

Chapter	6

Chapter	7

Shorter	jobs	get	larger	allocations

Figure 6.1: When job sizes are known to the system, a scheduling policy must balance a tradeoff
between maximizing instantaneous system efficiency maximizing future system efficiency.

policy must balance, updated to reflect the case where jobs follow different speedup functions.

Key Insight

The scheduling policies in this chapter will have to change in two principle ways in order to effec-
tively leverage the system’s knowledge of each job’s speedup function.

First, it should be clear that when jobs follow different speedup functions, EQUI is no longer
guaranteed to maximize instantaneous system efficiency. We argued in Chapter 4 that EQUI max-
imized instantaneous system efficiency by equalizing each job’s marginal benefit from receiving
additional cores. Extending this reasoning to the case where jobs follow different speedup func-
tions will require us to derive a new efficiency-maximizing policy that gives larger allocations to
the more parallelizable jobs in the system.

Second, this chapter will show that when jobs follow different speedup functions, maximiz-
ing instantaneous system efficiency is no longer sufficient for minimizing mean response time.
In Chapter 4, when jobs could not be differentiated on the basis of their sizes or speedup func-
tions, the order in which we completed the jobs had no effect on the overall mean response time.
However, when jobs follow different speedup functions, there can be a massive difference between
completing a more parallelizable job and completing a less parallelizable job. For example, con-
sider the case where the system is processing one perfectly parallelizable job, and one job that
cannot be parallelized at all. If the perfectly parallelizable job is completed first, the system will
only be able to effectively utilize one core to complete the remaining job. On the other hand, if
the non-parallelizable job is completed first, the remaining perfectly parallelizable job can make
use of all n cores. As this example illustrates, an optimal policy must balance a tradeoff between
the instantaneous system efficiency in the present state and the future efficiency of the system as
new jobs arrive and are completed. Specifically, an optimal may choose to defer parallelizable
work, sacrificing some instantaneous system efficiency by reducing the allocations to the more
parallelizable jobs in order to keep these more flexible jobs in the system in the future.
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6.1.2 Contributions
In Section 6.3 we begin by considering the case where the speedup functions for each class can
be of a very general form – any two concave, increasing speedup functions such that s1(k) <
s2(k) ∀k > 1. While we can numerically compute an optimal policy in this case, the generality
of the model makes the problem difficult to solve analytically.

Then, in Section 6.4 we will consider an important special case where jobs are in one of two
particular classes. The first class of jobs, which we call elastic, consists of jobs which are perfectly
parallelizable. That is, elastic jobs follow a speedup function sE(k) = k for all k ≥ 0. The second
class of jobs, which we refer to as inelastic, consists of jobs which are not parallelizable. That is,
inelastic jobs follow a speedup function sI(k) = 1 for all k ≥ 1. We see that, in this case, we can
derive the form of the optimal policy, even if the elastic and inelastic jobs follow different job size
distributions.

The contributions of this chapter are as follows:
• In Section 6.3, we consider the case where the two classes of jobs may follow different speedup

functions of general forms. In this case, we can numerically compute an optimal policy which
balances the tradeoff between present and future efficiency by deferring parallelizable work.

• In Section 6.3 we also analyze a policy called GREEDY∗, which defers parallelizable work in a
limited manner, and performs near-optimally in practice.

• Next, in Section 6.4, we consider the case where jobs are either elastic or inelastic. We pro-
pose two natural scheduling policies which aim to minimize the mean response time across
jobs. First, the Elastic-First policy gives strict preemptive priority to elastic jobs and aims to
minimize mean response time by maximizing the rate at which jobs depart the system. Second,
the Inelastic-First policy gives strict preemptive priority to inelastic jobs. By deferring elas-
tic work for as long as possible, Inelastic-First maximizes average system efficiency. It is not
immediately obvious if either of these policies is optimal, or which policy is better.

• We show in Section 6.4.3 that if elastic and inelastic jobs follow the same exponential size
distribution, Inelastic-First is optimal with respect to mean response time. This argument uses
precedence relations to show that deferring elastic work increases the long run efficiency of the
system.

• Then, in Section 6.4.4, we show that in the case where elastic jobs are larger on average than
inelastic jobs, Inelastic-First is optimal with respect to mean response time. This requires the
introduction of a novel sample path argument. Our key insight is that Inelastic-First minimizes
the expected amount of inelastic work in the system as well as the expected total work in
the system. As long as elastic jobs are larger than inelastic jobs on average, this suffices for
minimizing mean response time.

• In the case where elastic jobs are smaller on average than inelastic jobs, Inelastic-First is no
longer optimal. We illustrate this via a counterexample in Section 6.4.5 which shows that
Elastic-First can outperform Inelastic-First. In order to determine when Elastic-First outper-
forms Inelastic-First, we perform the first analysis of both the Elastic-First and Inelastic-First
scheduling policies in Section 6.5. This analysis leverages recent techniques for solving high-
dimensional Markov chains. Our analytical results match simulation.
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6.2 Our Model
Our goal is to derive and analyze policies which minimize the mean response time across jobs. In
this chapter, WLOG, we assume that each of the n cores processes jobs with a rate of 1 unit of
work per second. Hence, a job’s size is equal to its running time on a single core. We assume that
job sizes are unknown to the system, and are drawn from exponential distributions. We consider
the case where jobs belong to one of two classes of jobs, where each class of jobs follows its own
corresponding speedup function.

6.2.1 General Speedup Functions
In section 6.3, we begin by considering the case where the speedup functions for each class follow
a very general form. We assume that class 1 jobs arrive according to a Poisson process with rate λ1

and follow a speedup function s1(k) while class 2 jobs arrive according to a Poisson process with
rate λ2 and follow a speedup function s2(k). We assume only that s1 and s2 are any two increasing,
concave functions such that

s1(k) < s2(k) ∀k > 1.

We assume that the job sizes of both classes are unknown to the system and are exponentially
distributed with rate µ.

We model the system under any policy π as a continuous time Markov chain where each state
denotes the number of jobs belonging to each class that are currently in the system. That is, we
define a continuous time Markov process {(Nπ

1 (t), Nπ
2 (t)) : t ≥ 0} where

(Nπ
1 (t), Nπ

2 (t)) ∈ Z2
≥0, ∀t ≥ 0.

We define Nπ
1 (t) to be the number of class 1 jobs in system at time t and we define Nπ

2 (t) to be
the number of class 2 jobs in system at time t. We let the state (Nπ

1 (t), Nπ
1 (t)) = (i, j) denote that

there are i class 1 jobs and j class 2 jobs currently in the system.
Because job sizes are exponential and arrivals occur according to a Poisson process, at any

moment in time t, the distributions of remaining job sizes and the distributions of times until the
next arrival for each job class can be fully specified by the numbers of jobs belonging to each class
which are currently in the system. Hence, we will only consider policies which are stationary and
deterministic, meaning the policy π makes the same allocation decision at every time t, given that
the system is in state (i, j). Specifically, we define π1(i, j) to be the number of cores allocated to
class 1 jobs in state (i, j) under policy π, and we define π2(i, j) to be the number of cores allocated
to class 2 jobs in state (i, j) under policy π.

6.2.2 Elastic and Inelastic Jobs
Because this general formulation of the problem is hard to solve analytically, Section 6.4 considers
a special case where each job is either elastic or inelastic. Elastic jobs follow a speedup function
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sE(k) and inelastic jobs follow a speedup function sI(k) where

sE(k) = k ∀k ≥ 0 sI(k) =

{
k 0 ≤ k ≤ 1

1 k > 1

That is, elastic jobs are perfectly parallelizable while inelastic jobs receive no benefit from running
on more than 1 core.

Note that all of the results presented in this chapter hold equally if inelastic jobs can run on
up to some fixed number of cores, C < n. We can simply renormalize our allocation policies to
consider allocating in units of n

C
cores. After renormalizing, inelastic jobs can once again receive

up to one unit of allocation while elastic jobs can receive any number of units of allocation. While
our results do not depend on the value of C, we consider the case where C = 1 for the sake of
simplifying our notation.

We define λE , λI , πE(i, j), πI(i, j), Nπ
E , and Nπ

I to be the same quantities as in the general
case, but corresponding to elastic and inelastic jobs respectively. Furthermore, we allow the elastic
and inelastic job size distributions to differ. We assume that elastic job sizes are exponentially
distributed with rate µE while inelastic job sizes are exponentially distributed with rate µI . We
let XE and XI be random variables representing the sizes of an elastic job or an inelastic job
respectively.

We refer to a policy π as work conserving if and only if, in any state (i, j),

πI(i, j) + πE(i, j) ≥ i,

and
πI(i, j) + πE(i, j) ≥ n · 1{j>0}.

That is, π never leaves cores idle if there is an eligible job in the system. In Appendix C.1 we
show that there exists an optimal policy for processing elastic and inelastic jobs which is also work
conserving. It therefore suffices to only consider work conserving policies throughout our analysis.

Given that we only consider work conserving policies, note that

πI(i, j) ≤ i ∀(i, j) ∈ Z2
≥0,

πE(i, j) ≤ n · 1{j>0} ∀(i, j) ∈ Z2
≥0,

and
πI(i, j) + πE(i, j) ≤ n ∀(i, j) ∈ Z2

≥0.

In general, πI(i, j) +πE(i, j) could be less than n if there are not a sufficient number of jobs to use
all n cores, or if π chooses to idle cores instead of allocating them to an eligible job.

We define the system load, ρ to be

ρ ≡ λI
nµI

+
λE
nµE

. (6.1)

In Appendix C.2 we show that for any work conserving policy, π, (Nπ
I (t), Nπ

E(t)) is an ergodic
Markov chain if ρ < 1. Because there exists an optimal work conserving policy, (6.1) is necessary
for stability under any policy π′. We therefore only consider the regime where ρ < 1.
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In the case of elastic and inelastic jobs, we will track several stochastic quantities in our system.
We define the total number of jobs in the system, Nπ(t), as

Nπ(t) = Nπ
I (t) +Nπ

E(t).

We also define W π(t) to be the total work in the system under policy π at time t, where total work
is the sum of the remaining sizes of all jobs in the system. Similarly, we let W π

E(t) and W π
I (t) be

the total elastic work and the total inelastic work in the system under policy π at time t. These
quantities are the sums of the remaining sizes of all elastic or inelastic jobs respectively. When
referring to the corresponding steady-state quantities, we omit the argument t.

We will investigate the performance of two allocation policies for processing elastic and inelas-
tic jobs, Elastic-First (EF) and Inelastic-First (IF). EF gives strict preemptive priority to elastic
jobs, and processes jobs in first-come-first-serve (FCFS) order within each job class. That is, in
any state (i, j) where j > 0, EF allocates all n cores to the elastic job with the earliest arrival
time. In any state (i, j) where j = 0, EF allocates one core to each inelastic job, in FCFS order,
until either all jobs have received a core or all n cores have been allocated. By contrast, IF gives
strict preemptive priority to inelastic jobs while processing jobs in FCFS order within each job
class. Under IF, in any state (i, j) where i < n, one core is allocated to each inelastic job and the
remaining n− i cores are allocated to the elastic job with the earliest arrival time if there is one. In
any state (i, j) where i ≥ n, all n cores are allocated to the inelastic jobs with the n earliest arrival
times.

6.3 General Speedup Functions
In this section, we consider the case where jobs may have different speedup functions of a very
general form. To facilitate this generality in the forms of the speedup functions, we will assume
throughout this section that the sizes of jobs from both classes are exponentially distributed with
rate µ.

From Chapter 4 recall that, when all jobs were exponentially distributed and followed a single
speedup function, the optimal scheduling policy with respect to mean response time was EQUI.
We will see in Section 6.3.1 that, in the case of multiple speedup functions, EQUI is no longer
the optimal policy. In Section 6.3.2, we propose a class of policies called GREEDY which maxi-
mize the departure rate in every state. We then describe the optimal GREEDY policy, GREEDY∗

in Section 6.3.3. While GREEDY∗ is not optimal in general (see Section 6.3.5), we show that
GREEDY∗ performs near-optimally in a wide range of settings (Sections 6.3.4 and 6.3.5). Finally
in Section 6.3.6, we return to fixed-width policies and explain why they are insufficient when there
are multiple speedup functions.

6.3.1 EQUI is No Longer Optimal
We have already seen that EQUI is optimal when jobs are homogeneous with respect to speedup.
One might assume that, since EQUI bases its decisions on the number of jobs in the system rather
than the jobs’ speedup functions, EQUI could continue to perform well when there are multiple
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(a) EQUI vs. OPT (b) GREEDY∗ vs. OPT

Figure 6.2: Heat maps showing the percentage difference in the mean response time in the system,
E[T ], between (a) EQUI and OPT and between (b) GREEDY∗ and OPT, in the case of two speedup
functions where s1 and s2 are Amdahl’s law with parameters p1 and p2 respectively. Here E[X] = 1

2

and λ1 = λ2 = 5. The axes represent different values of p for each class. GREEDY∗, EQUI, and
OPT were evaluated numerically using the MDP formulation given in Section 6.3.4. These heat
maps look similar under various values of λ1 and λ2.

speedup functions. However, it turns out that EQUI’s performance is suboptimal even when there
are just two speedup functions (see Figure 6.2a). While EQUI’s performance is actually close to
optimal in the cases where s1 and s2 are similar, we see that EQUI’s performance relative to the
optimal policy becomes worse as the difference between the speedup functions increases.

To see why EQUI is suboptimal in this case, recall that EQUI’s optimality stems from the
fact that it maximizes the instantaneous system efficiency in every state when jobs follow a single
speedup function (see proof of Theorem 4.3). When jobs are permitted to have different speedup
functions, maximizing the instantaneous system efficiency requires allocating more cores to class
2 jobs and fewer cores to class 1 jobs.

6.3.2 A GREEDY Class of Policies
We have seen that EQUI fails to maximize the instantaneous system efficiency when there are
multiple speedup functions. Would a policy that maximizes the instantaneous system efficiency be
optimal in this case? We define the GREEDY class of policies to be the policies which achieve the
maximum possible instantaneous system efficiency in every state.

To describe the policies in GREEDY, we again consider the case where jobs belong to one of
two job classes. For any state (i, j) where there are i class 1 jobs and j class 2 jobs, instantaneous
system efficiency is proportional to the total rate of departures in the state. Hence, we will consider
maximizing the total rate of departures via a two step process. First, a policy π must decide how
many cores, π1(i, j), to allocate to the i class 1 jobs. The remaining π2(i, j) = n − π1(i, j) cores
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will be allocated to class 2 jobs. Second, the policy must decide how to divide the π1(i, j) cores
among the class 1 jobs and the π2(i, j) cores among the class 2 jobs. We have seen that, when
dividing cores among a set of jobs with a single speedup function, EQUI maximizes the total rate
of departures of this set of jobs. For a given choice of π1(i, j), the π1(i, j) cores should thus be
evenly divided among the class 1 jobs and the π2(i, j) cores should be evenly divided among the
class 2 jobs in order to maximize the total rate of departures. Thus, only the first decision remains.

To find an allocation of cores which maximizes the rate of departures, we first define β(i, j),
the maximum rate of departures from the state (i, j):

β(i, j) = max
α∈[0,n]

is1

(α
i

)
µ+ js2

(
n− α
j

)
µ. (6.2)

Then, we can say that a policy, G, is in GREEDY if and only if

G1(i, j) ∈
{
α : is1

(α
i

)
µ+ js2

(
n− α
j

)
µ = β(i, j)

}
. (6.3)

This same two-step process will generalize to the case when jobs follow more than 2 speedup
functions.

Crucially, note that GREEDY is truly a class of policies, since, in a given state, there may be
multiple choices of G1(i, j) which satisfy (6.3). That is, there could be multiple allocations which
achieve the maximal total rate of departures. For example, consider a system with 4 cores where
both jobs classes have the same service rate µ = 1

E[X]
. If there are 4 class 1 jobs and 4 class 2 jobs,

any choice of G1(i, j) ∈ [0, 4] results in the maximal rate of departures, nµ. This begs the question
of which policy from the GREEDY class achieves the best performance.

6.3.3 The Best GREEDY Policy: GREEDY∗

We now define GREEDY∗, a policy which dominates all other GREEDY policies with respect to
mean response time. Consider two GREEDY policies, G and G′. In any state (i, j), both policies
achieve the same maximal rate of departures. However, G might achieve this rate by having a
higher departure rate for class 1 jobs and a lower departure rate for class 2 jobs as compared to G′.
If class 1 jobs are less parallelizable than class 2 jobs, we say that G “defers parallelizable work”
in this state, which is a strategy that could benefit G in the future.

The GREEDY∗ policy is the GREEDY policy which in all states opts to defer parallelizable
work when possible. Specifically, in the case of two job classes: GREEDY∗ allocates G∗1(i, j)
cores to class 1 jobs (the less parallelizable class), where G∗1(i, j) is the maximum value of π1(i, j)
satisfying (6.3). That is,

G∗1(i, j) = max

{
α : is1

(α
i

)
µ+ js2

(
n− α
j

)
µ = β(i, j)

}
.

In other words, G∗1(i, j) allows GREEDY∗ to attain the maximal rate of departures while also
maximizing the rate at which class 1 jobs are completed. Theorem 6.1 shows that GREEDY∗

dominates all other GREEDY policies.
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Theorem 6.1. For any GREEDY policy, G,

E[T ]GREEDY∗ ≤ E[T ]G.

Proof. Consider the performance of GREEDY∗ and G on the state space S = {(i, j) : i, j ∈ N}.
We will use the technique of precedence relations (see, e.g., [3, 17]) to compare the mean number
of customers, E[N ], under GREEDY∗ to that underG. This requires that we define a value function
for G, V G(i, j), and a cost function, c(i, j). We define the cost of being in state (i, j) to be

c(i, j) = i+ j

so that the average cost of performing policy G is equal to the mean number of customers, E[N ].
We also define γGi (i, j) to be the rate of departures of class i jobs from the state (i, j) under policy
G.

We then define V G(i, j) to be the asymptotic total difference in the accrued cost under G when
starting in state (i, j) as opposed to some designated reference state. We require the following
lemma which establishes a useful property of V G.

Lemma 6.2. For any GREEDY policy, G, and any (i, j) ∈ S,

V G(i+ 1, j) > V G(i, j + 1).

Proof. We begin by defining V G
n as follows:

V G
n+1(i, j) = AGn (i, j) + IGn (i, j)

where

AGn (i, j) =c(i, j) + λ1

(
V G
n (i+ 1, j)− V G

n (i, j)
)

+ λ2

(
V G
n (i, j + 1)− V G

n (i, j)
)

and

IGn =γG1 (i, j)
(
V G
n ((i− 1)+, j)− V G

n (i, j)
)

+ γG2 (i, j)
(
V G
n (i, (j − 1)+)− V G

n (i, j)
)

and V G
0 (i, j) = i+ j + i

i+j+1
for all (i, j) ∈ S.

Recall that γGi (i, j) denotes the departure rate of class i jobs from state (i, j) under policy G,
λi denotes the arrival rate of class i jobs, and c(i, j) = i+ j. From [81] we know that

lim
n→∞

V G
n (i, j)− V G

n (y1, y2) = V G(i, j)− V G(y1, y2).

Thus, if we can prove that our claim holds for V G
n (i, j) for all n ≥ 0, then it must hold

for V G(i, j) as well (see, for example, [56]). We will now prove that all three of the following
properties of V G

n hold for all n ≥ 0 by induction:

1. V G
n (i+ 1, j) > V G

n (i, j)

2. V G
n (i, j + 1) > V G

n (i, j)
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3. V G
n (i+ 1, j) > V G

n (i, j + 1)

Note that the first two properties will be necessary for our proof of the third property, and the
lemma follows directly from the third property.

We can easily verify that all three properties hold when n = 0 due to our choice of V G
0 . We

now wish to show that if these properties hold for V G
n , they must hold for V G

n+1.
To prove property 1, we wish to show that

V G
n+1(i+ 1, j)− V G

n+1(i, j) = AGn (i+ 1, j)− AGn (i, j) + IGn (i+ 1, j)− IGn (i, j) > 0.

We can easily see that AGn (i+ 1, j)−AGn (i, j) > 0, since the cost function c(i, j) is increasing
in i and V G

n (i, j) is increasing in i by the property 1 of the inductive hypothesis. To see that
IGn (i+ 1, j)− IGn (i, j) > 0, we can expand the terms as follows:

IGn (i+ 1, j)− IGn (i, j)

= γG1 (i, j)
(
V G
n (i, j)− V G

n ((i− 1)+, j)
)

+ γG2 (i, j)
(
V G
n (i, j)− V G

n (i, (j − 1)+)
)

+ γG2 (i+ 1, j)
(
V G
n (i+ 1, (j − 1)+)− V G

n (i, j)
)

+
(
1− γG1 (i+ 1, j)− γG2 (i+ 1, j)

) (
V G
n (i+ 1, j)− V G

n (i, j)
)
.

Each line here is positive by the inductive hypothesis and the fact that(
1− γG1 (i+ 1, j)− γG2 (i+ 1, j)

)
≥ 0

since the system was uniformized to one. Thus property 1 holds. The proof of property 2 follows
a very similar argument.

To show property 3 we wish to show that

V G
n+1(i+ 1, j)− V G

n+1(i, j + 1) = AGn (i+ 1, j)− AGn (i, j + 1) + IGn (i+ 1, j)− IGn (i, j + 1) > 0.

We can easily see that AGn (i + 1, j) − AGn (i, j + 1) > 0 by the inductive hypothesis. To see that
IGn (i+ 1, j)− IGn (i, j + 1) > 0, we can expand the terms as follows:

IGn (i+ 1, j)− IGn (i, j + 1)

= γG1 (i, j + 1)
(
V G
n (i, j)− V G

n ((i− 1)+, j + 1)
)

+ γG2 (i+ 1, j)
(
V G
n (i+ 1, (j − 1)+)− V G

n (i, j)
)

+
(
γG1 (i, j + 1) + γG2 (i, j + 1)− γG1 (i+ 1, j)− γG2 (i+ 1, j)

) (
V G
n (i+ 1, j)− V G

n (i, j)
)

+
(
1− γG1 (i, j + 1)− γG2 (i, j + 1)

) (
V G
n (i+ 1, j)− V G

n (i, j + 1)
)
.

We know, by assumption, that s1(k) < s2(k) for k > 1, and thus the coefficient γG1 (i, j + 1) +
γG2 (i, j + 1) − γG1 (i + 1, j) − γG2 (i + 1, j) is non-negative. Therefore, all terms in this sum are
positive by the inductive hypothesis, and property 3 holds.

All three properties therefore hold by induction, and V G(i+1, j) > V G(i, j+1) as desired.
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We now prove Theorem 6.1 by contradiction. We begin by assuming that there exists a
GREEDY policyG 6= GREEDY∗ which is optimal in terms of E[N ] and thus E[N ]G ≤ E[N ]G

′ for
any GREEDY policy G′. Since G 6= GREEDY∗, there exists some state, (i, j) ∈ S where G and
GREEDY∗ take different actions. Note that both i and j must be non-zero in this state, because
otherwise there is only one action which will achieve the maximal rate of departures, and G and
GREEDY∗ must therefore take the same action.

We now consider a policy G′ which takes the same action as GREEDY∗ in state (i, j), and the
same action asG in every other state. We can apply the technique of precedence relations described
in [3, 17] to show that E[N ]G

′
< E[N ]G. G′ can now be obtained from G by taking γG2 (i, j) −

γG
∗

2 (i, j) away from the total completion rate of class 2 jobs and adding γG∗1 (i, j)− γG1 (i, j) to the
total completion rate of class 1 jobs, where G∗ denotes GREEDY∗. Theorem 3.1 in [17] tells us
that E[N ]G

′
< E[N ]G if:(
γG
∗

1 (i, j)− γG1 (i, j)
)
V G(i− 1, j) <

(
γG2 (i, j)− γG∗2 (i, j)

)
V G(i, j − 1).

To see that this property holds, first note that(
γG
∗

1 (i, j)− γG1 (i′, j′)
)
−
(
γG2 (i, j)− γG∗2 (i, j)

)
=
(
γG
∗

1 (i, j) + γG
∗

2 (i, j)
)
−
(
γG1 (i, j) + γG2 (i, j)

)
= 0

since GREEDY∗ and G have the same (maximal) total rate of departures in every state. Thus,

γG
∗

1 (i, j)− γG1 (i, j) = γG2 (i, j)− γG∗2 (i, j).

By Lemma 6.2, we know that

V G(i− 1, j) < V G(i, j − 1).

This implies that E[N ]G
′
< E[N ]G which contradicts our assumption that G is optimal in terms of

E[N ]. By Little’s Law, we can reformulate this in terms of E[T ].

While GREEDY∗ is the best GREEDY policy, it will turn out that it is not optimal (see Section
6.3.5). Hence, we now turn our attention to computing the optimal policy.

6.3.4 Computing the Optimal Policy
The optimal policy, OPT, must not only consider the current state of the system when choosing
how to determine the best partition (π1(i, j), π2(i, j)), but must also consider the probabilities
of transitioning to future states as well. To find a policy which balances this tradeoff between
performance in the current state and future states, we formulate the problem as a Markov Decision
Process (MDP).

We will consider an MDP with state space S = {(i, j) : i, j ∈ N}, where xi represents the
number of class i jobs in the system. The action space in any state is given by

A = {(π1(i, j), π2(i, j)) : π1(i, j) + π2(i, j) = n} .
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Let the arrival rate of class i jobs be given by λi. Recall that, given an allocation of ai cores to xi
type i jobs, it is optimal to run the xi jobs on these cores using EQUI. Thus, given a state (i, j) and
an action (π1(i, j), π2(i, j)), the total departure rate of jobs from each class of jobs is given by

µ1(π1(i, j), i) := min{π1(i, j), i}µs
(

max

{
1,
π1(i, j)

i

})
and

µ2(π2(i, j), i) := min{π2(i, j), i}µs
(

max

{
2,
π2(i, j)

i

})
.

We choose the cost function
c(i, j) = i+ j

such that the average cost per period equals the average number of jobs in the system, E[N ].
We uniformize the system at rate 1 (always achievable by scaling time) and find that Bellman’s
optimality equations [81] for this MDP are given by

E
[
NOPT

]
+ V OPT (i, j) = AOPT (i, j) +HOPT (i, j),

where

AOPT (i, j) = c(i, j) + λ1

(
V OPT (i+ 1, j)− V OPT (i, j)

)
+ λ2

(
V OPT (i, j + 1)− V OPT (i, j)

)
, (6.4)

HOPT (i, j) = V OPT (i, j) + min
(π1(i,j),π2(i,j))∈A

{

µ1(π1(i, j), i)
(
V OPT

(
(i− 1)+, j

)
− V OPT (i, j)

)
+µ2(π2(i, j), j)

(
V OPT

(
i, (j − 1)+

)
− V OPT (i, j)

)}
. (6.5)

Here, the value function V OPT (i, j) denotes the asymptotic total difference in accrued costs when
using the optimal policy and starting the system in state (i, j) instead of some reference state. While
these equations are hard to solve analytically, the optimal actions can be obtained numerically by
defining

V OPT
n+1 (i, j) = AOPTn (i, j) +HOPT

n (i, j)

with V OPT
0 (·, ·) = 0. Here, AOPTn and HOPT

n are defined as in (6.4) and (6.5), but in terms of
V OPT
n . We can then perform value iteration to extract the optimal policy [64]. We use the results

of this value iteration to compare the performance of OPT to several other policies in Figure 6.2
and Figure 6.3.

Note that using the same MDP formulation when there exists only one speedup function results
in a much simpler expression for V OPT which clearly yields EQUI.
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Figure 6.3: Heat map showing the percentage difference in the mean response time, E[T ], between
JSQ-Chunk with the optimal k∗ and OPT , in the case of two speedup functions where s1 and s2 are
Amdahl’s law with parameters p1 and p2 respectively. Here E[X1] = E[X2] = 1 and λ1 = λ2 = 2.
The axes represent the value of pi for each class. OPT was evaluated numerically using the MDP
formulation given in Section 6.3.4 and the results for JSQ-Chunk come from analysis.

6.3.5 GREEDY∗ is Near-Optimal
Surprisingly, even GREEDY∗ is not optimal for minimizing mean response time as shown in Figure
6.2b (although it is always within 1% of OPT in the figure). The same intuition that led us to believe
that GREEDY∗ is the best GREEDY policy can be used to explain why GREEDY∗ is not optimal.
We have already seen that deferring parallelizable work is advantageous to GREEDY∗. However,
we were only comparing GREEDY∗ to policies with maximal overall departure rate. It turns out
that the advantage of deferring parallelizable work can be so great that a policy stands to benefit
from achieving a submaximal overall rate of departures in order to defer parallelizable work.

6.3.6 Does Fixed-Width Scheduling Work?
We saw in Chapter 4 that, when jobs of unknown size follow a single speedup function, the JSQ-
Chunk policy with the optimal chunk size k∗ will often achieve near-optimal performance (see
Section 4.5.2). Is this still true when jobs are permitted to have different speedup curves? Figure
6.3 compares JSQ-Chunk with OPT for the case of two speedup functions. We see two trends:
Trend 1: Along the thick arrow in Figure 6.3, JSQ-Chunk becomes further from OPT as
p1 + p2 increases.

Trend 1 makes intuitive sense since, when jobs are more parallelizable, OPT will be able to
more effectively exploit this parallelism while JSQ-Chunk will be limited by being restricted to
use a single k∗ for each job. Nonetheless, trend 1 becomes irrelevant as the number of cores, n,
increases, since JSQ-Chunk converges to OPT when p1 equals p2 (single speedup function). Thus,
we are more interested in trend 2.
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Trend 2: Along any thin diagonal in Figure 6.3 (p1 + p2 = constant), JSQ-Chunk becomes
further from OPT as we move outward on the diagonal.

Trend 2 follows from two observations. First, Theorem 6.3 proves that JSQ-Chunk’s perfor-
mance is fixed along these diagonals. Second, we have reason to believe that the mean response
time under OPT should decrease as we move further outward along these diagonals (see Observa-
tion 6.4). Together, these observations explain trend 2. The rest of this section discusses Theorem
6.3 and Observation 6.4.
Theorem 6.3. Given two speedup functions, s1 and s2, where s1 follows Amdahl’s law with pa-
rameter p1 and s2 follows Amdahl’s law with parameter p2, and λ1 = λ2, the mean response time
under JSQ-Chunk with the optimal k∗ is constant for any (p1, p2) such that p1 + p2 = c, where c is
a constant.

Proof. In the case of two speedup functions, under JSQ-Chunk with level of parallelization, k, Xk

from (2.1) becomes:

Xk =

{
X

s1(k)
w.p. λ1

λ1+λ2
X

s2(k)
w.p. λ2

λ1+λ2

.

We now prove that, for any given k, E[Xk] is constant whenever p1 + p2 = c. By definition,
when λ1 = λ2,

E[Xk] =
1

2
· E[X]

s1(k)
+

1

2
· E[X]

s2(k)
. (6.6)

Since s1 and s2 are both instances of Amdahl’s law, we can use a property of Amdahl’s law that
states

1

2
· 1

s1(k)
+

1

2
· 1

s2(k)
=

1

s3(k)
, (6.7)

where s3(k) is the speedup function for Amdahl’s law with parameter p3 = p1+p2
2

. Combining
(6.6) and (6.7) we have

E[Xk] =
E[X]

s3(k)
,

which is a constant, provided that p1 + p2 = c.
As stated in Section 4.4.2, the performance of JSQ-Chunk depends only on E[Xk]. Hence,

along any diagonal where p1 + p2 = c, the mean response time under JSQ-Chunk with chunk
size k remains constant. Since any choice of k leads to constant performance along the diagonal,
setting k to k∗ will also keep JSQ-Chunk constant along this diagonal. Hence, the mean response
time under JSQ-Chunk with the optimal k∗ is constant when p1 + p2 = c.

Observation 6.4. Along any diagonal where p1 + p2 = c, where c is a constant and λ1 = λ2, we
expect the mean response time under OPT to decrease as | p1 − p2 | increases.

Although the mean job size is constant along this diagonal, when | p1 − p2 | is higher, the
optimal policy has additional information about which jobs will take longer to run. In effect, this
allows OPT to favor jobs which benefit more from parallelization and leads to a lower overall mean
response time. A similar effect was observed in [106], where assigning jobs different service rates
lowered optimal mean response time.
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Remark 6.5. Although Theorem 6.3 and Observation 6.4 assume that λ1 = λ2, they are easily
generalized to cases where the arrival rates are not equal. In these cases, the diagonals along
which E[Xk] will be constant will have a different slope. Nonetheless, trend 2 will still occur along
these diagonals.

Unlike trend 1, which disappears as the number of cores, n, increases, we do not expect trend
2 to vanish. This is supported by our evaluation of OPT under higher values of n (not shown). We
thus conclude that JSQ-Chunk does not perform near-optimally when jobs follow multiple speedup
functions.

6.4 The Case of Elastic and Inelastic Jobs
The results of the prior section showed that, when the form of our speedup functions is uncon-
strained, computing an optimal policy can be computationally intensive. In this section, we con-
sider an important special case where jobs are assumed to either be perfectly parallelizable, or not
at all parallelizable.

6.4.1 Elastic and Inelastic Jobs in the Real World
It is common to find systems which use a shared set of resources to process both elastic and
inelastic jobs. In such settings, elastic jobs typically have more inherent work than the inelastic
jobs. For example, consider a cluster which must process a stream of many MapReduce jobs [22].
From the cluster’s point of view, this workload produces a stream of map stages and reduce stages.
Map stages (elastic) are designed to be highly parallelized and do the bulk of the computational
work. Reduce stages (inelastic) are inherently sequential and do much less total work than a
map stage. As another example, modern machine learning frameworks [67] advocate the use
of a single platform for both the training and serving of models. Training jobs (elastic) are large,
requiring large data sets and many training epochs. Distributed training methods such as distributed
stochastic gradient descent are also designed to scale out across an arbitrary number of nodes [61].
Once a model has been trained, serving the model (inelastic), which consists of feeding a computed
model a single data point in order to retrieve a single prediction, is done sequentially and requires
comparatively little processing power.

It is less common for elastic jobs to be smaller than inelastic jobs in practice, given the overhead
involved in writing parallel code. If the amount of inherent work required for a job is small to begin
with, system developers may not choose to add the additional data structures and synchronization
mechanisms required to make the job elastic. One exception is HPC workloads. In this setting,
there are often both malleable jobs (elastic) [30] and jobs with hard requirements (inelastic). While
malleable jobs are designed to run on any number of cores, jobs with hard requirements demand a
fixed number of cores. It is unclear which class of jobs we would expect to involve more inherent
work.
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6.4.2 Optimal Scheduling of Elastic and Inelastic Jobs
This section will consider both of the above cases. Recall that we allow elastic and inelastic jobs
to follow different exponential size distributions with rates µE and µI respectively. First, we show
that if µI ≥ µE , then IF is optimal for minimizing mean response time. Second, we show that if
µI < µE , then IF is not necessarily optimal.

In Section 6.4.3, we begin by considering the special case where µI = µE . In this case where
we have homogeneous sizes, our analysis follows directly from Theorem 6.1 in the previous sec-
tion. Unfortunately, we will show that the argument used to extend Theorem 6.1 does not extend
to the case where µI 6= µE .

In Section 6.4.4, we therefore develop a new argument to handle the case where µI ≥ µE .
Using a novel sample path argument, we prove that IF is the optimal policy in this case.

Lastly, in section 6.4.5, we consider the case where µI < µE . Here, we construct a very simple
example demonstrating that IF is not optimal in this environment. Furthermore, in this example,
we show the policy EF actually outperforms IF. We do not know what policy is optimal in this
regime.

6.4.3 Optimality when µI = µE

We first consider the case where µI = µE . In this case, IF is optimal with respect to minimizing
mean response time. As stated in Section 6.1.1, the optimal policy should balance the tradeoff
between completing jobs quickly and preserving future system efficiency. When µI = µE , IF
maximizes future system efficiency without reducing the instantaneous system efficiency. We
argue this formally in Theorem 6.6 by leveraging Theorem 6.1.
Theorem 6.6. If jobs are either elastic or inelastic, IF is optimal with respect to minimizing mean
response time when µI = µE .

Proof. Following the terminology of Section 6.3, we can consider GREEDY and GREEDY∗ in
the context of the case where jobs are either elastic or inelastic. In this case, we can clearly apply
Theorem 6.1 to see that

E[T ]GREEDY∗ = min
π∈GREEDY

E[T π]. (6.8)

To leverage this result, we note that when µI = µE in our model, a policy is in GREEDY if
and only if it does not idle servers unnecessarily.

We now argue that IF, which is non-idling, must be equivalent to GREEDY*. Consider the
server allocations made by GREEDY∗ in any state (i, j). In states where IF allocates zero servers
to elastic jobs, IFE(i, j) is clearly minimal. In any state (i, j) where IFE(i, j) > 0, servers
cannot be reallocated from elastic jobs to inelastic jobs, since all i inelastic jobs must already be
in service. Hence, reducing IFE(i, j) in this case results in a policy which is not in GREEDY.
IFE(i, j) is therefore minimal amongst GREEDY policies in any state (i, j), and IF is equivalent
to GREEDY*.

We show in Appendix C.1 that there exists an optimal policy which is non-idling. Hence, when
µI = µE , there is an optimal policy in GREEDY. This implies that GREEDY* must be optimal
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with respect to mean response time. Thus, IF, which is equivalent to GREEDY*, is optimal with
respect to mean response time.

Why the prior argument does not generalize
Unfortunately, the results of Section 6.3 do not extend to the case where µI 6= µE . In particular, the
proof of Theorem 6.1 uses a precedence relation between any two states (i, j−1) and (i−1, j). This
claim essentially states that a policy π in state (i, j) would perform better by transitioning to state
(i− 1, j) than it would by transitioning to state (i, j − 1). In the case where µI = µE , this makes
perfect intuitive sense. In this case, both states (i − 1, j) and (i, j − 1) contain the same amount
of expected total work. Hence, it is better to be in state (i − 1, j), which benefits from having
an additional elastic job. Consider how this intuition changes when µI > µE . In this case, state
(i, j−1) has less expected total work, but state (i−1, j) has more expected elastic work. It turns out
that the precedence relation shown in Section 6.3 no longer holds when µI 6= µE . Moreover, even
if the precedence relations were to hold when µI > µI , Theorem 6.1 would yield that GREEDY*
is optimal amongst GREEDY policies, not optimal amongst all policies. We must therefore devise
a new argument to reason about the optimal allocation policy for elastic and inelastic jobs when
these jobs follow different size distributions.

6.4.4 Optimality when µI ≥ µE

We will show IF is optimal in the more general case of µI ≥ µE . While our goal is to minimize
mean response time, we note that via Little’s Law [35], it suffices to minimize the mean total
number of jobs in the system. 1

First, we start by defining a class of policies P which serve inelastic jobs on a first-come-first-
serve (FCFS) basis; elastic jobs can be served in any order. In more detail, a policy π is said to be
in class P if the following hold true:
1. π is work-conserving.

2. π serves inelastic jobs in FCFS order. In particular, if π allocates N servers to inelastic jobs
at time t (N may be fractional, and there may be more than N inelastic jobs in the systems),
the allocation must give bNc servers to the bNc inelastic jobs with the earliest arrival times. If
there is a remaining fraction of a server, it may then be allocated to the inelastic job with the
next earliest arrival time.

Clearly, IF ∈ P .
Road map: Theorem 6.7 argues that we only need to compare IF to policies in P . Specifically,
P contains some optimal policy that minimizes the mean number of jobs in system and mean
response time.

Next, in Theorem 6.8 we present a novel sample path argument which shows that IF has
stochastically less work in the system than any policy in P . We will directly leverage this fact to
show that, out of all policies π ∈ P , IF has the least expected inelastic work in system and also
the least expected total work in system.

1Little’s Law states that for any ergodic system with average total arrival rate λ, the mean response time, E[T ] is
related to the mean total number of jobs in system, E[N ] via the formula E[T ] = E[N ]

λ .
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Figure 6.4: The Markov chain (Nπ
I (t), Nπ

E(t)) for a stationary, deterministic, work-conserving
allocation policy, π.

Finally, In Theorem 6.10 we show that, of all policies in P , IF minimizes the expected number
of jobs in system. Thus, by Little’s Law, IF is optimal with respect to mean response time.

Analysis. We now present Theorem 6.7.
Theorem 6.7. The class P contains a policy π which minimizes both mean response time and
mean number of jobs in system. Specifically

E [Nπ] = min
π′

{
E
[
Nπ′

]}
,

and

E [T π] = min
π′

{
E
[
T π
′
]}

,

where Nπ is the total number of jobs in the system in steady-state under policy π, and T π is the
response time of a job in the system under π in steady-state.

Proof. Recall that we will consider only stationary, deterministic, work-conserving policies which
make allocation decisions based on state (i, j). Let π be a stationary, deterministic, work-conserving
policy with the minimal mean number of jobs in system. Figure 6.4 shows the transition rates out
of state (i, j) under π.

We see that the transition rates out of the current state (i, j) under policy π depend solely on
the number of servers allocated to each type of job. Thus, neither the order in which we serve the
jobs nor how many jobs of each type are running matter. In particular, we can construct a policy
π′ such that, for any state (i, j),

πI(i, j) = π′I(i, j) and πE(i, j) = π′E(i, j)
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and π′ serves inelastic jobs in FCFS order. The policy π′ has the same Markov chain as π, so the
expected numbers of jobs in system under π and π′ are identical. Because π is work-conserving,
π′ is also work-conserving. Hence, π′ is in P and achieves the minimal mean number of jobs in
system.

The power of Theorem 6.7 is that, to show IF is optimal with respect to mean response time,
it now suffices to show:

E [N IF] ≤ E [Nπ] ∀π ∈ P . (6.9)

However, it is hard to directly compare the numbers of jobs under different policies. We get around
this roadblock by instead analyzing how the remaining work in the system under IF relates to other
policies π ∈ P . In particular, we obtain the following strong result.
Theorem 6.8. For all policies π ∈ P , if we assume that

(Nπ
I (0), Nπ

E(0)) = (N IF

I (0), N IF

E (0)),

then:
W IF(t) ≤ST W π(t) and W IF

I (t) ≤ST W π
I (t) ∀t ≥ 0,

where W π(t) is the total remaining work under policy π at time t, W π
I (t) is the remaining inelastic

work under policy π at time t, and ≤ST denotes stochastic dominance.

Proof. Fix an arbitrary policy π ∈ P , and let us consider a fixed arrival sequence, that is, a fixed
sequence of arrival times and job sizes. We couple π and IF under this sequence. Here, it suffices
to consider arrival sequences where the total number of job arrivals up to any time t is finite, as
this occurs with probability 1.

Recall that W π
I (t) and W π

E(t) are respectively the remaining inelastic and elastic work in the
system at time t under scheduling policy π. Furthermore, also recall that W π(t), the total work at
time t, is given by:

W π(t) = W π
I (t) +W π

E(t).

In order to show the desired stochastic dominance relations, it will suffice to show that on any
such arrival sequence

W IF

I (t) ≤ W π
I (t) and W IF(t) ≤ W π(t) ∀t ≥ 0.

First, we see it is immediate that, under our arrival sequence, W IF
I (t) ≤ W π

I (t) for all t ≥ 0.
Since IF and π process inelastic jobs in FCFS order, each inelastic job enters service at least as
early under IF as it does under π. Furthermore, IF never preempts inelastic jobs. Hence, at each
time t, the remaining size of each inelastic job that has arrived by time t is no larger under IF than
it is under π. Since the inelastic work in system is just the sum of the remaining sizes of inelastic
jobs, the total inelastic work at time t under IF is less than the total inelastic work at time t under
π.

It remains to show that
W IF(t) ≤ W π(t) ∀t ≥ 0. (6.10)
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We prove our claim by induction. For a base case, it is clear that W IF(0) ≤ W π(0), as the
policies have the same set of jobs at time zero, and no work has been completed. For any time t,
we partition the interval [0, t) into subintervals [ti, ti+1) such that either
1. IF allocates all n servers on [ti, ti+1), or
2. IF allocates strictly less than n servers on [ti, ti+1).

We now induct on i, and show that W IF(ti) ≤ W π(ti) implies W IF(ti+1) ≤ W π(ti+1).
If the interval [ti, ti+1) falls into case (1), IF is completing work at the maximal rate of any

policy. In particular, IF completes exactly (ti+1 − ti) · n work on [ti, ti+1]. Let ω denote the work
completed by π on [ti, ti+1). Then, we must have ω ≤ (ti+1 − ti) · n. Since IF and π experience
the same set of arrivals on this interval, we have:

W π(ti+1)−W IF(ti+1) = (W π(ti)− ω)− (W IF(ti)− (ti+1 − ti) · n)

= (W π(ti)−W IF(ti)) + ((ti+1 − ti) · n− ω)

≥ 0.

Thus, we have W IF(ti+1) ≤ W π(ti+1), as desired.
If the interval [ti, ti+1) falls into case (2), IF allocates strictly less than n servers on [ti, ti+1).

We aim to show thatW IF(ti+1) ≤ W π(ti+1). Observe that IF can have no elastic jobs in its system
on [ti, ti+1). This is because we have defined IF to be work-conserving. Hence, if there was an
elastic job, IF would run it on all available servers.

Observe that, assuming no elastic job arrives at time ti+1,

W IF(ti+1) = W IF

I (ti+1).

Likewise, we know
W π(ti+1) = W π

I (ti+1) +W π
E(ti+1) ≥ W π

I (ti+1).

We get the inequality above because π cannot have negative elastic work at time ti+1. Finally,
we have

W π(ti+1)−W IF(ti+1) = (W π
I (ti+1) +W π

E(ti+1))−W IF

I (ti+1)

= (W π
I (ti+1)−W IF

I (ti+1)) +W π
E(ti+1)

≥ W π
I (ti+1)−W IF

I (ti+1)

≥ 0,

where the last inequality follows from the fact that W IF
I (t′) ≤ W π

I (t′) for all t′ ≥ 0. Thus, we have
W IF(ti+1) ≤ W π(ti+1).

Note that some elastic work could arrive at exactly time ti+1. However, this increases the total
work in both systems by the same amount and thus has no effect on the ordering of these quantities.

Thus, for any interval [ti, ti+1), if W IF(ti) ≤ W π(ti), then we have W IF(ti+1) ≤ W π(ti+1).
Since W IF(0) ≤ W π(0), it follows that this inequality holds at the end of the last subinterval. The
end of this final subinterval is exactly time t. Thus, for any t ≥ 0, we have W IF(t) ≤ W π(t), as
desired.
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We have thus found a coupling of π and IF such that the amount of total work and the amount
of inelastic work in each system is ordered at every moment in time. This implies that

W IF

I (t) ≤ST W π
I (t) ∀t ≥ 0

and
W IF(t) ≤ST W π(t) ∀t ≥ 0

as desired.

In other words, IF is the best policy in P for minimizing remaining inelastic and total work in
the system. One possible explanation for this is that, by deferring parallelizable work, IF ensures
that all n servers are saturated with work for as long as possible.

We now understand that, out of all policies in P , IF is optimal with respect to minimizing
both expected remaining inelastic work and expected remaining total work at any time t. We now
establish a relationship between expected remaining work and expected number of jobs in system.
Lemma 6.9. For any policy π, we have:

E[W π
I ] =

1

µI
E[Nπ

I ] and E[W π
E ] =

1

µE
E[Nπ

E],

where W π
I and Nπ

I are respectively the inelastic work and number of inelastic jobs in the system
in steady-state under policy π, and where the size of an inelastic job is XI ∼ Exp(µI). W π

E , N
π
E,

and µE are the analogous quantities for elastic jobs.

Proof. We do the proof for the inelastic relationship, but the proof for the elastic relationship is
identical. Let the random variable Nπ

I (t) denote the number of inelastic jobs in the system under
policy π at time t. For every ` ∈ {1, . . . , Nπ

I (t)}we defineRπ
`,I(t) as the remaining size of inelastic

job ` under policy π at time t.
Recall W π

I (t) is the remaining inelastic work in system at time t under policy π. We have the
following equivalence:

W π
I (t) =

Nπ
I (t)∑
`=1

Rπ
`,I(t).

By the memoryless property of the exponential distribution, the remaining size of jobs ` ∈
{1, . . . , Nπ

I (t)} are exponentially distributed. Specifically, Rπ
`,I(t) ∼ Exp(µI), for any policy π or

time t. Thus, Nπ
I (t) and Rπ

`,I(t) are independent and we have that

E[W π
I (t)] = E[Rπ

`,I(t)] · E[Nπ
I (t)]

= E[XI ] · E[Nπ
I (t)].

As shown in Appendix C.2, E[Nπ
I (t)] converges to E[Nπ

I ] as t→∞. This implies the convergence
of E[W π

I (t)]. Thus, taking the limit as t→∞ yields

E[W π
I ] = E[XI ] · E[Nπ

I ] =
1

µI
· E[Nπ

I ],
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as desired 2.

We can now show that IF has the lowest expected number of jobs in system when µI ≥ µE .
Theorem 6.10. For any policy π, if µI ≥ µE , we have:

E [N IF] ≤ E [Nπ] .

And via Little’s Law, we have:
E [T IF] ≤ E [T π] .

Proof. Because there exists an optimal work-conserving policy in P , it suffices to consider any
policy π ∈ P . We write total work under π as W π = W π

I + W π
E . Likewise, we have the equality

Nπ = Nπ
I +Nπ

E . First, from Lemma 6.9, we have the following equalities:

E[W π
I ] =

1

µI
E[Nπ

I ] and E[W π
E ] =

1

µE
E[Nπ

E].

Furthermore, by the stochastic dominance results of Theorem 6.8,

E[W IF

I ] ≤ E[W π
I ] and E[W IF] ≤ E[W π]

Thus, we have:

E [N IF] = E [N IF

I +N IF

E ]

= µIE [W IF

I ] + µEE [W IF

E ]

= (µI − µE)E [W IF

I ] + µEE [W IF

I +W IF

E ]

≤ (µI − µE)E [W π
I ] + µEE [W π

I +W π
E ] (6.11)

= µIE [W π
I ] + µEE [W π

E ]

= E[Nπ
I ] + E[Nπ

E] = E[Nπ]

Note, we leverage the fact µI ≥ µE in (6.11). If µE > µI , then µI − µE would be negative, so we
would not be able establish a relationship like (6.11). This completes the proof.

We have therefore established that IF is optimal with respect to mean response time when
µI ≥ µE .

6.4.5 Failure when µI < µE

Now, we consider the case when µI < µE . Here, we demonstrate that IF is not optimal in
minimizing mean response time. In fact, IF is not even optimal in the simplified environment
where there are only two servers and no arrivals. We construct our counterexample in Theorem
6.11 below.

2Technically, we have only proven that E[Wπ
I (t)] converges to some value, but not that it converges to E[Wπ

I ].
This would be sufficient for our subsequent results. In fact, E[Wπ

I (t)] converges to E[Wπ
I ] as t → ∞, but we omit

this proof for brevity.
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Theorem 6.11. In general, IF is not optimal for minimizing mean response time when µI < µE .

Proof. Assume we have n = 2 servers, µE = 2µI , and there are no arrivals. We show that, if the
system starts with two inelastic jobs and one elastic job, the policy EF outperforms IF.

We directly compute the mean response time for both policies, starting with IF. We let T IF

denote response time under IF, and T EF denote response time under elastic first. We have:

E [T IF] =
3

2µI
+

2

µI + µE
+

µI
µI + µE

(
1

2µE

)
+

µE
µI + µE

(
1

µI

)
=

35

12µI
.

On the other hand, we see:

E[T EF] =
3

2µE
+

2

2µI
+

1

µI
=

33

12µI
.

In particular, we have E[T EF] < E [T IF]. Thus, in general, IF is not optimal when µI < µE . In
fact, in this environment, we see EF outperforms IF.

6.5 Response Time Analysis with Elastic and Inelastic Jobs
From the results of Section 6.4, we know that IF is optimal with respect to mean response time
when µI ≥ µE . However, Section 6.4 also shows that EF can outperform IF when µI < µE . This
begs the question of which allocation policy, IF or EF, performs better for given values of µI and
µE .

In this section we derive the mean response time for EF under a range of values of µI , µE , λI ,
λE , and n. First, in Section 6.5.1, we present the Markov chains for EF. This Markov chain is 2D-
infinite. Then, in Section 6.5.2, we present a technique from the stochastic literature called Busy
Period Transitions [77, 78] which reduces the 2D-infinite chain to a 1D-infinite chain. Although
Busy Period Transitions produce an approximation, it is known to be highly accurate, with errors
of less than 1% [39, 40, 41, 77, 78]. Finally, in Section 6.5.3, we apply standard Matrix-Analytic
methods to solve the 1D-infinite Markov chain, obtaining the stationary distribution and finally the
mean response time under EF. The analysis for the IF policy is similar, and thus we defer it to
Appendix C.3.

The results of our analysis for IF and EF are shown in Figures 6.6, 6.7, and 6.8. We compared
our analysis with simulation, and all numbers agree within 1%. Note that in Section 6.3, we used
MDP-based techniques that required truncating the state space and were computationally intensive.
The techniques presented in this section do not require truncating the state space, can be tuned to
arbitrary precision, and are comparatively efficient.

Figure 6.6 presents an overview of our results, showing only the relative performance of IF
and EF as the system load, ρ, is moved from (a) low load to (b) medium load to (c) high load. In
every case, IF outperforms EF when µI ≥ µE , as expected from Theorem 6.10. When µI < µE ,
Figure 6.6 shows us that EFcan outperform IF, and that the region where EF is better grows as ρ
increases.

Figure 6.7 shows the absolute mean response times under IF and EF as a function of µI . We
again examine the system under various fixed values of ρ. The dotted lines at µI = 1 denote the
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0, 0 1, 0 2, 0 · · · n-1, 0 n, 0 · · ·

0, 1 1, 1 2, 1 · · · n-1, 1 n, 1 ·

0, 2 1, 2 2, 2 · · · n-1, 2 n, 2 · · ·

...
...

...
...

...

λI λI λI λI λI λI

µI 2µI 3µI (n-1)µI nµI nµI

λI λI λI λI λI λI

λI λI λI λI λI λI

λE λE λE λE λEnµE nµE nµE nµE nµE

λE λE λE λE λEnµE nµE nµE nµE nµE

λE λE λE λE λEnµE nµE nµE nµE nµE

(a) Full EF chain

0, 0 1, 0 2, 0 · · · n-1, 0 n, 0 · · ·

0, b 1, b 2, b · · · n-1, b n, b · · ·

λI λI λI λI λI λI

µI 2µI 3µI (n-1)µI nµI nµI

λI λI λI λI λI λI

λE λE λE λE λEB B B B B

(b) EF chain with special states

0, 0 1, 0 2, 0 · · · n-1, 0 n, 0 · · ·

0, b1 1, b1 2, b1 · · · n-1, b1 n, b1 · · ·

0, b2 1, b2 2, b2 · · · n-1, b2 n, b2 · · ·

λI λI λI λI λI λI

µI 2µI 3µI (n-1)µI nµI nµI

λI λI λI λI λI λI

λI λI λI λI λI λI

λE λE λE λE λEγ3 γ3 γ3 γ3 γ3

γ1 γ1 γ1 γ1 γ1

γ2 γ2 γ2 γ2 γ2

(c) Final 1D EF chain

Figure 6.5: The transformation of the 2D-infinite EF chain to a 1D-infinite chain via the busy
period transformation. Special states representing an M/M/1 busy period are shown in (b). These
busy periods are approximated by a Coxian distribution in (c).
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Figure 6.6: Heat maps showing the relative performance of IF and EF as a function of µI and µE
when n = 4. We fix load ρ and vary µI and µE . To offset the changes to µI and µE , we change λI
and λE to keep ρ constant. In every graph, λI = λE . The red circles represent settings where IF
dominates EF. The blue +’s represent cases where EF dominates IF. As ρ increases, the region
where EF dominates IF grows. However, as expected, when µI ≥ µE IF dominates EF for all
loads.
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Figure 6.7: Graphs showing the absolute mean response times under IF and EF as a function of
µI when n = 4. In each graph, we fix system load, ρ, and set µE = 1. We then vary µI . To offset
the changes in µI , we change λI and λE to keep ρ constant. In every graph, λI = λE . The dotted
lines at µI = 1 denote the case where µI = µE . Thus IF is optimal to the right of this line, while
EF may dominate IF to the left of this line. We see that the allocation policy has a major impact
on mean response time.

case where µI = µE . We therefore know that IF is optimal to the right of this line in every graph,
while EF may dominate IF to the left of this line. We see that our choice of allocation policy has
a major impact on mean response time.

While Figures 6.6 and 6.7 assume that n = 4, our analysis works equally well with any number
of servers, n. Figure 6.8 shows how the mean response time under IF and EF changes as n
increases while system load, ρ, remains constant.
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Figure 6.8: Graphs showing the mean response time under IF and EF as a function of the number
of servers, n under high load (ρ = 0.9). The values of µI and µE are chosen to represent the
extreme ends of Figure 6.7c (where the performance gap between the policies is the largest). Even
when n = 16, the difference between IF and EF remains large.

6.5.1 Markov Chains for IF and EF
Figure 6.5a shows the Markov chain which exactly describes EF. The corresponding IF chain
is given in Appendix C.3. Recall that the state (i, j) denotes having i inelastic jobs and j elastic
jobs in the system. This chain is infinite in 2 dimensions – the number of inelastic jobs and the
number of elastic jobs. Because there is no general method for solving 2D-infinite Markov chains,
we provide a technique for converting this chain to a 1D-infinite Markov chain in Section 6.5.2.

6.5.2 Converting From 2D-Infinite to 1D-Infinite
To reduce the dimensionality of the Markov chain for EF we follow a three step process:
Step 1: Response time of elastic jobs is trivial. Under EF, elastic jobs have preemptive priority
over inelastic jobs. Thus, their behavior is independent of the state of inelastic jobs in the system.
We can therefore model the response time of elastic jobs as an M/M/1 queueing system with
arrival rate λE and service rate nµE , which is well understood in the queueing literature [55].
What remains is to understand the response time of the inelastic jobs.
Step 2: The busy period transformation. Looking at Figure 6.5a, we notice that the chain has
a repeating structure when there is at least 1 elastic job in the system (j ≥ 1). We leverage this
repeating structure to reduce the Markov chain for EF to a 1D-infinite chain. Specifically, while
there are elastic jobs in the system, EF does not process any inelastic jobs. The length of time
where EF is not processing any inelastic jobs can be viewed as an M/M/1 busy period. In an
M/M/1 system, a busy period is defined to be the time between when a job arrives into an empty
system until the system empties. In our case, this busy period is the time from when an elastic job
arrives into a system with no elastic jobs until the system next has 0 elastic jobs. In Figure 6.5b,
we show how to the entire portion of the Markov chain where j ≥ 0 with a set of special states
which represent the duration of an M/M/1 busy period for the elastic jobs.
Step 3: Creating 1D chain for inelastic jobs. Looking at Figure 6.5b, we note the bolded tran-
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sition arrows (labeled “B”) emanating from the busy period states. Because the duration of an
M/M/1 busy period is not exponentially distributed, we must replace these special transitions
with a mixture of exponential states (a Coxian distribution) which accurately approximates the du-
ration of a busy period. A technique for matching the first three moments of the busy period with a
Coxian is given in [77]. The 1D-infinite chain resulting from this technique is described in Figure
6.5c.

We use the same three-step technique to make an analogous simplification of the Markov chain
for IF (see Appendix C.3).

Given these 1D-infinite chains, we now apply standard matrix analytic techniques to solve for
mean response time.

6.5.3 Matrix Analytic Method
We now explain how to analyze IF and EF using the 1D-infinite Markov chains developed in the
previous section. We do this by applying matrix analytic methods [57, 72, 73]. Matrix analytic
methods are iterative procedures which compute the stationary distribution of a repeating, 1D-
infinite Markov chain.

Consider Figure 6.5c, which shows the 1D-infinite chain for EF. Observe that each column of
this chain, after the first column, has identical transitions. The idea of matrix analytic methods is
to represent the stationary distribution of column j+1 as a product of the stationary distribution of
column j and some unknown matrix R. The matrix R is determined iteratively through a numeric
procedure [57, 72, 73]. This procedure yields the stationary distribution of the chain. Using the
stationary distribution we can easily determine the mean number of inelastic jobs, and hence the
mean response time for inelastic jobs (recall that the response time for elastic jobs under EF is
trivial). An analogous argument can be applied to solve the 1D-infinite chain for IF.

6.6 Conclusion
This chapter establishes optimality results and provides the first stochastic analysis of policies for
scheduling jobs which are heterogeneous with respect to parallelizability. We consider the case
where jobs belong to one of two classes, with one class of jobs being more parallelizable than the
other. While it is intuitive that a scheduling policy should try and maximize instantaneous system
efficiency just as EQUI did in the single-speedup function case, an optimal policy must also defer
parallelizable work in order to preserve the future efficiency of the system. We show that a policy
called GREEDY∗, which both maximizes instantaneous system efficiency and defers parallelizable
work when possible, achieves a near-optimal mean response time in many cases.

Additionally, we show that when jobs are either elastic or inelastic, GREEDY∗ can perform
optimally. In this case, the Inelastic-First (IF) policy, which gives strict preemptive priority to
inelastic jobs, is equivalent to GREEDY∗. We prove that IF is optimal for minimizing the mean
response time across jobs in the common case where elastic jobs are larger on average than inelastic
jobs. We also provide an analysis of mean response times under the Elastic-First (EF) and Inelastic-
First (IF) policies.
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It is interesting to note that some systems [23, 82] employ heuristic policies that could be
considered part of the GREEDY class of policies. However, these policies are based solely on
a intuitive understanding of instantaneous system efficiency. As a result, we are unaware of any
system which currently employs a GREEDY∗ policy, despite the fact that GREEDY∗ is provably
the best GREEDY policy. By failing to defer parallelizable work, these systems are performing
suboptimally. It would therefore be interesting to the compare the performance of a numerically
computed optimal policy to one of these heuristic policies given a real-world workload of jobs with
different speedup functions.

The most pressing theoretical question that this chapter poses is how one should schedule
elastic and inelastic jobs when elastic jobs are smaller on average than inelastic jobs. This chapter
shows that, in this case, EF can outperform IF. However, we do not show that EF is the optimal
allocation policy. We can in fact prove that, in each state, the optimal policy either gives strict
priority to an elastic job or strict priority to the inelastic jobs in the system. However, numerically
computed optimal policies appear to use a mixture of actions, prioritizing inelastic jobs in some
states and prioritizing elastic jobs in other states. We conjecture that an optimal policy in this case
has the form of a threshold policy. That is, there is some finite region of the state space outside
of which the optimal action is to prioritize the smaller elastic jobs. Unfortunately, a proof of this
property has remained elusive.

As it turns out, our results on scheduling elastic and inelastic jobs provide important intuition
about another important model of parallelizable jobs. In many cases, a parallelizable job is neither
fully elastic nor fully inelastic, but rather is composed of different phases. That is, a job may
alternate between being fully parallelizable at some times and non-parallelizable at other times.
In Chapter 7, we will use the intuition developed in this chapter to develop optimal scheduling
policies for parallelizable jobs composed of elastic and inelastic phases.
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Chapter 7

Scheduling Jobs with Phases

7.1 Introduction
To this point, we have considered several different variants of the same basic model described in
Section 2. Aside from some technical assumptions, we have focused on how different assumptions
about the job sizes (known vs. unknown) and different assumptions about the speedup functions
(single speedup function vs. multiple speedup functions) change the kinds of scheduling policies
we should use to minimize job response times. In this final chapter, however, we consider use cases
where the scheduler knows more about each job than just its overall size and speedup function.

In many systems, each parallelizable job is actually composed of a series of distinct phases,
where each phase has its own corresponding size and speedup function. The difficulty in schedul-
ing such jobs arises largely from the fact that each job’s parallelizability is not constant over time.
That is, a job may be alternate between being highly parallelizable or not at all parallelizable
depending on the type of computation it is doing at each moment in time.

A wide variety of computer systems process jobs composed of phases. Databases explicitly
invoke the elastic and inelastic phases of a database query during query execution [110]. Cluster
schedulers [23], distributed computing platforms (e.g. Hadoop [92] and Apache Spark [108]),
distributed machine learning frameworks [62], and supercomputers all process jobs composed of
a mixture of highly parallelizable and highly sequential phases. Furthermore, it is common for the
scheduling policies in these systems to be aware of each job’s current phase [74, 96].

Although the above systems have the ability to track the current phase of each running job,
the systems do not effectively leverage this information to make optimal scheduling decisions. In
this chapter, we therefore address the problem of phase-aware scheduling by designing scheduling
policies that use the available phase information about each job to reduce job response times.

We will examine this problem by looking focusing on the example of scheduling in databases,
where a single query will alternate between highly parallelizable phases and non-parallelizable
phases. Specifically, modern databases translate queries into a pipeline composed of multiple
phases corresponding to different database operations [75]. For example, a phase that corresponds
to a sequential table scan is generally elastic, while a phase corresponding to a table join might
be inelastic. Figure 7.1 shows that this phenomenon holds for a variety of queries from the Star
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Figure 7.1: Speedup functions for each phase of four queries from the Star Schema Benchmark.
Queries were executed using the NoisePage database [75]. Phases are either elastic (highly paral-
lelizable) or inelastic (highly sequential). The percentages denote the fraction of time spent in each
phase when the query was run on a single core. Despite the queries spending most of their time in
elastic phases, the overall speedup function of each query is highly sublinear due to Amdahl’s law.

Schema Benchmark [76].

7.1.1 Scheduling Tradeoffs
In this chapter, we consider the case where jobs are composed of elastic and inelastic phases. We
will consider cases where the scheduler has limited information about each job’s phases and phase
sizes, and cases where the exact sequence and sizes of a job’s phases are known to the scheduler.

This chapter will show how we can construct optimal phase-aware scheduling policies, which
account for the different phases that each job moves through over time. Figure 7.2 shows an
illustration of the tradeoffs that such a policy must balance, updated to reflect the case where jobs
are composed of elastic and inelastic phases.

Maximize	System	Efficiency

Complete	short	jobs	before	long	jobs

Preserve	Future	Efficiency

Limit	individual	allocations Defer	parallelizable	work

Chapter	7

Shorter	jobs	get	larger	allocations

Figure 7.2: Designing good phase-aware scheduling policies involves balancing multiple tradeoffs
simultaneously.
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Key Insight

It turns out that, in order to construct good phase-aware scheduling policies, we often have to
balance all of the tradeoffs shown in Figure 7.2 simultaneously. If a job is known to have a shorter
remaining size, or a shorter expected remaining size, a scheduling policy should favor this job.
However, we should avoid allocating multiple cores to a job if it is in an inelastic phase. Given
a set of jobs that are in a mixture of elastic and inelastic phases, a scheduling policy should still
defer parallelizable work to preserve the future efficiency of the system. That is, it is generally
beneficial to give priority to jobs in inelastic phases. To make matters even more complex, it could
be the case that some jobs are in short elastic phases while other jobs are in long inelastic phases.
Here, we will see that our choice of scheduling policy will depend on what is known about the
exact sequence of phases comprising each job in the system. In short, to derive new phase-aware
scheduling policies, we must combine the intuition and mathematical results developed in various
prior chapters in order to address all of the tradeoffs shown in Figure 7.2.

7.1.2 Contributions
Although real-world systems process jobs composed of phases, and these systems are often aware
of the current phase of each job, phase-aware scheduling remains an open problem. Hence, our
first contribution is a stochastic model of jobs composed of elastic and inelastic phases. Under this
model, we derive a provably optimal scheduling policy.

As we saw in Chapter 6, when scheduling jobs that are either entirely elastic or entirely in-
elastic, the IF policy was optimal with respect to mean response time. This raises the question
of whether IF can be generalized to a policy that performs well when scheduling jobs composed
of elastic and inelastic phases. In this chapter we show that IF, which gives priority to jobs in
inelastic phases, is the optimal policy for scheduling jobs composed of elastic and inelastic phases
in many cases. This optimal policy greatly outperforms both the PA-FCFS policy used in real
systems and the EQUI policy proposed for scheduling jobs composed of phases in the worst-case
literature. Because our optimality results require some simplifying assumptions, we validate IF’s
performance through a range of simulations, including a simulation of a database running queries
from the Star Schema Benchmark [76].

The specific contributions of this chapter are summarized as follows:
• We first present a novel model of parallelizable jobs composed of elastic and inelastic phases

where the scheduler knows, at all times, what phase a job is in. This model generalizes the
models used in previous chapters, where we assumed that all jobs followed a single speedup
function throughout their lifetimes.

• We prove that the Inelastic First (IF) policy, which defers parallelizable work by giving
strict priority to jobs which are in an inelastic phase, is optimal under our model. Because
the proof of optimality requires a complex coupling argument, we break this claim down by
considering special cases which are easier to understand. We begin by proving the optimality
of IF in simpler models in Section 7.4 before proving our more general claim in Section 7.5.

• In Section 7.6, we perform an extensive simulation-based performance evaluation to illus-

95



E I C

µE qµI

(1− q)µI

Figure 7.3: The Markov chain governing the evolution of a multi-phase job when running on a
single core. E refers to the elastic phase, I refers to the inelastic phase, and C is the completion
state.

trate that IF outperforms a range of scheduling policies. Even in settings that violate the
assumptions of our model, IF can perform nearly 30% better than the PA-FCFS policy
used in modern databases and a factor of 3 better than the EQUI policy advocated for in the
worst-case theory literature.

• Lastly, in Section 7.7, we perform a case study on scheduling in databases where queries
consist of elastic and inelastic phases. In this setting, the scheduler sometimes has additional
information about each query beyond just the query’s current phase. We show how to gener-
alize IF to leverage this additional information and improve upon state-of-the-art database
scheduling by roughly 50% in simulation.

7.2 Our Model
In this section, we present a model of jobs composed of distinct phases running in a system con-
sisting of n homogeneous cores.

Multi-phase Jobs
We begin by noting that in a wide range of systems applications, job phases are either highly par-
allelizable or highly sequential. Figure 7.1 shows that database queries often follow this pattern.
A similar phenomenon applies in systems using a map-reduce paradigm [22] where parallelizable
map stages are interlaced with sequential reduce stages. Machine learning training jobs also con-
sist of highly parallelizable iterations of distributed gradient descent followed by a sequential step
that coalesces the results on a central parameter server [62]. Hence, while job phases could po-
tentially experience intermediate parallelizability, we will consider the highly practical case where
job phases are either elastic, perfectly parallelizable, or inelastic, totally sequential.

To model the duration of each job phase, we define a phase’s inherent size to be the amount of
time it takes the phase to complete when run on a single core. This is analogous to and compatible
with our notion of a job’s size, in that a job’s inherent size is the sum of the sizes of the job’s phases.
For analytical tractability, we will assume that inelastic phase sizes are distributed as Exp(µI)
and elastic phase sizes are distributed as Exp(µE), and that all phase sizes are independently
distributed. Although the scheduler often knows the current phase of each job in the system, it
is less common in real systems for the scheduler to know the full sequence of phases comprising
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each job, or the size of each phase. Hence, we will generally assume that the scheduler knows
the current phase of each job, but that the scheduler does not know the future phases or any of the
phase sizes of a job. In Section 7.7, we consider scheduling in databases, where it is common for
the database to have additional information about each job’s phases and phase sizes.

Our definition of elastic and inelastic phases is analogous to our definition of elastic and inelas-
tic jobs in Chapter 6. Elastic and inelastic phases follow the speedup functions sE(k) and sI(k) as
defined in Section 6.2.2. That is, elastic phases are perfectly parallelizable, while inelastic phases
receive no benefit from running on more than one core. The result is that, when run on k cores,
and elastic phase of size XE will complete in time

XE

sE(k)

and an inelastic phase of size XI will complete in time

XI

sI(k)
.

Note that this definition is compatible with our notion of elastic and inelastic jobs. Specifically, a
job is elastic if all of its phases are elastic, and a job is inelastic if all of its phases are inelastic.

Because the sizes of a job’s phases are assumed to be exponentially distributed and unknown
to the system, we model a multi-phase job via a continuous-time Markov chain, as shown in Fig-
ure 7.3. We model each job via a Markov chain consisting of three states: an E state that denotes
that the job is in an elastic phase, an I state that denotes that the job is in an inelastic phase, and an
absorbing state, C, that denotes that the job has been completed. Each arriving job can either start
in the E state or in the I state. We assume that a job can only transition to the completion state
from the inelastic state. This is realistic for a wide range of systems where the results of a parallel
computation must be sequentially coalesced and returned to the user [22, 44, 108]. It also simpli-
fies our analysis without weakening our results (see Remark 7.3). We define q to be the probability
that a job completes after an inelastic phase; with probability 1 − q the job will transition to an
elastic phase.

We assume that all jobs evolve according to the same underlying Markov chain. However, the
exact number of phases and the sizes of the phases belonging to each job can be different. Under
this model, the expected total inherent size of a job depends on whether the job begins with an E
phase or an I phase, and is given by the following expressions:

E[Job size if start in E] =

(
1

µE
+

1

µI

)
1

q

E[Job size if start in I] =

(
1

µE
+

1

µI

)
1

q
− 1

µE

We refer to the completion of a job’s final inelastic phase as a job completion. We refer to
the completion of any of the job’s phases as a transition. An inelastic transition occurs when an
inelastic phase is completed and an elastic transition occurs when an elastic phase is completed.
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Arrivals

Job 1

Job 2

Job 3

K = 4 Servers

Elastic
Phases

Inelastic
Phases

Figure 7.4: The central queue and cores for our system. Jobs 1-7 are all modeled by the Markov
chain presented in Figure 7.3. We use solid orange to illustrate the elastic phases of jobs, and
crosshatched blue to illustrate the inelastic phases. While we assume the number of remaining
phases is unknown to the scheduler, we have drawn out the remaining phases to illustrate job
structure. Here, there are n = 4 cores. Two cores are allocated to jobs in an inelastic phase (Jobs
1 and 2), and two cores are allocated to a single job in an elastic phase (Job 3).

Scheduling Policies
A scheduling policy, π, determines how to allocate the n cores to the jobs in the system at every
moment in time. Although our policies are fully preemptive, we assume that policies only change
their allocation at times of job arrivals, transitions, or job completions. When a job is in an inelastic
phase, it can be allocated up to one core (i.e., fractional allocations are admitted). When a job is in
an elastic phase, it can be allocated any number of cores up to n.

To find an optimal scheduling policy, it suffices to only consider policies that do not idle cores
unnecessarily. This follows from Theorem C.1, which showed that there exists a non-idling optimal
scheduling policy for scheduling jobs consisting of either a single elastic phase or a single inelastic
phase. The proof of C.1 can be trivially extended to the case where jobs consist of multiple phases.
Hence, we only consider non-idling scheduling policies.

Because the sizes of a job’s phases are exponentially distributed and unknown to the system,
we first consider policies that make allocation decisions based only on the type of each job’s
current phase. In Section 7.7.1, however, we discuss the case where scheduling policies may have
additional information about the phase sizes for each job.

This chapter focuses on the analysis of the Inelastic First (IF) policy, which we generalize
from Chapter 6 to handle the case where jobs are composed of multiple phases. Specifically, at
every moment in time, IF gives strict priority to jobs that are in inelastic phases. If there are i jobs
in the system that are in an inelastic phase, then IF allocates min{i, n} cores to these jobs. IF
then allocates any remaining cores to a job in an elastic phase if such a job exists, otherwise these
extra cores remain idle. Our intuition is that this generalization of IF will remain a good policy
because it continues to defer parallelizable work. We will show that IF again increases system
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efficiency by keeping flexible elastic phases in the system, ensuring that all n cores can remain
utilized.

We show that IF is optimal with respect to minimizing mean response time. In addition to
deferring parallelizable work, IF is a good policy because it is also able to favor jobs with smaller
expected remaining sizes. Observe that IF does not require any knowledge of the job parameters
(µI , µE , and q). Thus, optimally scheduling multi-phase jobs can be done regardless of whether
these parameters are known to the system.

Arrival Processes and Metrics
In this chapter, we allow for an arbitrary arrival process. To be precise, we first define an arrival
time sequence as two fixed, infinite sequences, (tn)n≥1 and (`n)n≥1, where tn is the time at which
the nth job arrives and `n ∈ {E, I} denotes whether the arriving job begins with either an E phase
or an I phase. We define an arrival time process as a distribution over arrival sequences.

We define the response time of the nth job under policy π to be the time from when the job
arrives until it completes. We denote this quantity by the random variable T (n)

π . We let Tπ denote
the steady-state response time whenever this quantity exists.

As an example, consider the case where the arrival time process is a Poisson process with rate
λ and each job starts with an E phase with probability rE and with an I phase with probability rI .
Then we can define the system load as:

ρ = System load =
λ · E[Job size]

n
,

where
E[Job size] = rE · E[Job size if start in E] + rI · E[Job size if start in I] .

In this setting, if ρ < 1, the steady-state mean response time under policy π exists and is denoted
by E[Tπ].

Stochastically Minimizing the Number of Jobs in System
We show that IF minimizes the steady-state mean response time across jobs. To show this, we
prove a series of claims about the number of jobs in the system at any point in time. Namely, we
argue that IF stochastically maximizes the number of jobs completed by any point in time. This
is equivalent to saying IF stochastically minimizes the number of jobs in system at any point in
time.

To reason about the number of completions by time t, we will count the number of elastic and
inelastic transitions as well as the number of job completions. We define Cπ(t) to be the number
of job completions by time t under policy π. We define Iπ(t) (and Eπ(t)) to be the number of
inelastic (resp. elastic) transitions under policy π by time t. Finally, we define Iπ(s, t) to be the
number of inelastic transitions under π on the interval (s, t] and we define Eπ(s, t) and Cπ(s, t)
analogously.
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With respect to the number of jobs in system, let Nπ(t) denote the number of jobs present at
time t, under policy π. We define NE

π (t) to be the number of jobs in an elastic phase at time t
under π and we define N I

π(t) to be the number of jobs in an inelastic phase at time t under π.

7.3 Overview of Theorems
In this section, we provide an overview of the theoretical results in Sections 7.4 and 7.5.

7.3.1 Main Result
We first state the main theorem in full generality. At a high level, the theorem states that IF is
the most effective policy in terms of completing jobs. More specifically, we show that the number
of jobs completed by any point in time under IF stochastically dominates the number of jobs
completed by the same time under any other algorithm.
Theorem 7.1. Consider a n core system serving multi-phase jobs. The policy IF stochastically
maximizes the number of jobs completed by any point in time. Specifically, for a policy A, let
CA(t) denote the number of jobs completed by time t and let NA(t) denote the number of jobs
in the system at t. Then under any arbitrary arrival time process, CIF(t) ≥st CA(t) for all times
t ≥ 0. Consequently, NIF(t) ≤st NA(t) for all times t ≥ 0.

We can leverage Theorem 7.1 to derive far-reaching results about job response time. In particu-
lar, if the arrival time process is a renewal process1, we can show that IFminimizes the steady-state
mean response time. We formalize this idea in the following immediate corollary of Theorem 7.1.

Corollary 7.2. Suppose the same system setup as in Theorem 7.1. For any arbitrary policy A, let
TA be the steady-state job response time when it exists. If the arrival time process is a renewal
process, then E [TIF] ≤ E [TA].

Proof. By Theorem 7.1, we know IF stochastically minimizes the number of jobs in the system
at any point in time. Since the arrival time process is a renewal process, this implies that IF
minimizes the steady-state mean number of jobs in the system. By Little’s law, minimizing the
mean number of jobs in the system suffices for minimizing the steady-state mean response time.

Theorem 7.1 and its corollary show that IF succeeds by both deferring parallelizable work
and working on jobs with smaller expected remaining sizes. Specifically, while elastic phases
can be completed more quickly by parallelizing across all cores, there are benefits to keeping
elastic phases in the system. These elastic phases are flexible and can ensure that all n cores
remain utilized. It is also possible to allocate some cores to inelastic phases without significantly
increasing the run time of an elastic phase. Furthermore, jobs in inelastic phases have smaller
expected remaining sizes. Hence, deferring parallelizable work also results in favoring shorter

1By a renewal process, we mean the inter-arrival times tn− tn−1 are i.i.d., and that the initial phases of jobs pn are
i.i.d. as well.
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Figure 7.5: The three job structures we consider. E refers to the elastic state, I refers to the
inelastic state, and C refers to the completion state. In Figure 7.5(a), jobs just have two phases,
both with inherent size distributed as Exp(µ). In Figure 7.5(b), jobs still have two phases. Phase
I has size distributed as Exp(µI), and phase E has size distributed as Exp(µE). In Figure 7.5(c),
we add in potential transitions from phase I to phase E.

jobs. For these reasons, the optimal policy, IF, defers as much parallelizable work as possible
without over-allocating to inelastic phases.
Remark 7.3. One might assume that IF benefits not from deferring parallelizable work, but rather
from how we have defined our model, where jobs in inelastic phases have smaller expected remain-
ing sizes. However, as we show in Section 7.7, simply favoring jobs with smaller remaining sizes
(as done by the PA-SRPT policy) is not nearly as important as deferring parallelizable work in
real-world settings.

7.3.2 How We Prove Theorem 7.1
We now provide a road map for how we prove Theorem 7.1. At a high level, we note that it suffices
to find a coupling between two systems, one running IF and one running an arbitrary policy A,
under which CIF(t) ≥ CA(t),∀t ≥ 0. However, finding such a coupling is difficult due to the
complicated job structure in Figure 7.3. In particular, the inherent size distributions are different
between the two phases and jobs are composed of an unknown number of elastic and inelastic
phases.

We therefore begin by considering several simpler job structures, as seen in Figure 7.5. The
simplest job structure has elastic and inelastic phases with the same size distribution, and does
not allow transitions from an inelastic phase to an elastic phase. We then add the complexities
gradually back to the model. In each case, we argue that studying the number of inelastic transitions
suffices to understand the total number of job completions. Recalling that IA(t) is the number of
inelastic transitions under A by time t, we prove that, for any policy A, there exists a coupling
under which IIF(t) ≥ IA(t) for all t ≥ 0. We then argue that, under this coupling, CIF(t) ≥ CA(t)
for all t ≥ 0.

In Section 7.4.1, we start with the simplest job structure as shown in Figure 7.5(a). In this
structure, jobs consist of a single elastic phase followed by a single inelastic phase. Moreover,
we assume the inherent sizes of both the elastic and inelastic phases are identically distributed as
Exp(µ). We refer to such jobs as two-phase jobs with equal rates. We are able to couple two
systems experiencing jobs of this structure by (1) having them experience the same sequence of
arrivals and (2) splitting time into roughly uniform chunks of length Exp(nµ). At the end of each
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chunk of time, the systems will both potentially experience a job transition. By splitting time into
“busy” and “idle” periods under this coupling (as defined in the proof of Lemma 7.4), we prove
the desired result.

We then consider the slightly more complicated job structure shown in Figure 7.5(b) in Sec-
tion 7.4.2. In this job structure, jobs again consist of a single elastic phase followed by a single
inelastic phase. However, we drop the assumption that the inherent sizes of elastic and inelastic
phases are identically distributed. We refer to such jobs as two-phase jobs with unequal rates.
Although having unequal rates between phases complicates the splitting of time into roughly equal
blocks, we work around this by leveraging a trick called uniformization. More specifically, we
reformulate this more general job structure as a Markov chain in which the elastic and inelas-
tic phases have the same inherent size distribution, but with some additional self-loop transitions
added to the chain. We then expand our existing coupling argument by coupling the transition
outcomes of the two systems.

Finally, we consider the general job structure as shown in Figure 7.5(c) in Section 7.5. In
this job structure, jobs have alternating elastic and inelastic phases, each with a different service
rate. We refer to such jobs as multi-phase jobs. This case seems quite different from the previous
settings, since now an inelastic transition can produce an elastic phase. However, we show that
such a transition is equivalent to a job completion followed immediately by an arrival of a job
beginning with an elastic phase. Using this argument, we show how a coupling in the general case
follows from our coupling in the cases with two-phase jobs.

The above arguments all leverage the fact that, for a given sample path under our model, the
policy that has completed more inelastic phases by time twill also have completed more jobs. This
is a direct result of our assumption that the final phase of each job will be an inelastic phase. In the
case where jobs may finish with an elastic phase, an optimal policy may give priority to a job in
an elastic phase if the job has a sufficiently small expected remaining size. We examine the case
where jobs finish with elastic phases in Section 7.6 and find that IF still frequently performs well.

7.4 Two-Phase Jobs

7.4.1 Two-Phase Jobs with Equal Rates
We first consider two-phase jobs with equal rates. These are jobs that consist of a single elastic
phase followed by a single inelastic phase where both phases have inherent size distributed as
Exp(µ), as illustrated in Figure 7.5(a).
Lemma 7.4. Consider a n core system serving two-phase jobs with equal rates. Consider any
policy A and let the policies IF and A start from the same initial conditions and have the same
arrival time process. Then there exists a coupling between IF and A such that IIF(t) ≥ IA(t) and
CIF(t) ≥ CA(t) for all t ≥ 0, where IIF(t) (resp. IA(t)) is the number of inelastic transitions by
time t under IF (resp.A), and CIF(t) (resp. CA(t)) is the number of jobs completed by time t under
IF (resp. A).

We begin by first describing the coupling we will use to prove Lemma 7.4. This coupling will
serve as a building block for subsequent arguments in this chapter. We then present the proof of
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Lemma 7.4.
Note that for two-phase jobs with equal rates, every inelastic job transition is also a completion,

so we have IA(t) = CA(t) for all times t ≥ 0 under any policy A. Therefore, to prove Lemma 7.4,
it suffices to construct a coupling under which IIF(t) ≥ IA(t) for all t ≥ 0. Then the claim
CIF(t) ≥ CA(t) follows directly.

Coupling IF and A

Let SIF be the system running IF and SA be the system running any arbitrary policy A. The high-
level intuition of the coupling is as follows. Since both phases, inelastic and elastic, have inherent
size Exp(µ), we can parse time into blocks of length Exp(nµ). At the end of each of these blocks,
both systems will potentially experience a job transition. Outside of these points of time, no job
transitions can occur. This simplifies the counting of job completions and inelastic transitions.
Arrivals do not change the number of transitions or job completions, and hence we do not need
assumptions on the arrival time process.
Job arrivals: We assume that the two systems, SIF and SA, have the same number of jobs in each
phase at time 0 (for instance, seven jobs in an inelastic phase, and three jobs in an elastic phase).
Formally, we assume that NE

IF(0) = NE
A (0) and N I

IF(0) = N I
A(0).

We fix an arrival time sequence that is shared between SIF and SA. Recall that an arrival
sequence is a fixed sequence of arrival times (tn)n≥1 and a corresponding binary sequence (`n)n≥1,
where tn is the time the nth overall job arrival occurs in both systems and `n ∈ {E, I} determines
which phase a job starts in.
Job transitions and departures: Suppose the current time is t. We generate a random variable
X ∼ Exp(nµ), that is shared by both systems. Suppose s is the next unrealized arrival time in the
arrival sequence. If s < t + X , we allow the arrival to occur simultaneously into both systems.
We then set t ← s, and return to the beginning of this paragraph. If s > t + X , then we set the
current time to be t ← t + X , and then select one of the n cores uniformly at random2 (we select
the same core in both systems). If a system is running a job in its inelastic phase on this randomly
selected core, the job completes. Likewise, if the core is running a job in its elastic phase, the
system experiences an elastic transition, producing an inelastic phase. Lastly, if the core selected
is idling, nothing happens. This event (which may or may not result in a transition/departure)
will be referred to as a potential transition. In general, a time where either an arrival or potential
transition occurs will be referred to as an event time.

Additionally, if at time t the system is serving i inelastic jobs, we assume they are running on
cores 1 through i. If an elastic job is being served, it is run on cores i + 1 through e, where e is
some number less than or equal to n. The remaining cores are left idle.

2For the sake of simplicity, we assume that jobs can only be allocated an integral number of cores. However, our
result generalizes to the case where allocations are fractional. When allocations are fractional, we treat the cores as a
continuous interval, [0, n] and generate U ∼ Unif[0, n]. The type of phase running at the corresponding point in the
interval [0, n] determines what type of transition occurs.
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Proof of Lemma 7.4

Proof. We proceed by induction on event times, as defined in Section 7.4.1. We parse time into
two types of periods: busy periods where SIF utilizes all n of its cores, and idle periods where
SIF idles at least one of its cores at any point in time. Let t0 be the start of a period (either busy
or idle). We show below that, if IIF(t0) ≥ IA(t0), then, at any point of time t during the current
period, IIF(t) ≥ IA(t). This claim is sufficient for proving Lemma 7.4 since time can be partitioned
into disjoint alternating busy and idle periods. To get a sense of how time is partitioned, refer to
Figure 7.6.

As a base case for our induction, observe that IIF(0) = IA(0). Depending on the initial condi-
tions, time t = 0 will serve as either the start of the first busy period or the first idle period.

Busy Periods: We first consider the case where time t0 marks the start of a busy period, and
assume inductively that IIF(t0) ≥ IA(t0). We show that IIF(t) ≥ IA(t) for all times t in the busy
period by contradiction. Assume for contradiction that there is some earliest time s in the busy
period such that IIF(s) < IA(s).

First, we argue that
NE

IF(t0) ≤ NE
A (t0). (7.1)

If t0 = 0, this follows directly from the shared initial conditions of SIF and SA. Now suppose
t0 > 0. Observe that, since t0 marks the beginning of a busy period, immediately before time t0,
all of the jobs in SIF must be in the inelastic phase. That is, NE

IF(t0−) = 0, and thus NE
IF(t0−) ≤

NE
A (t0−). Lastly, the event that happens at t0 can only be job arriving since t0 is the start of a busy

period. Since the arrival occurs simultaneously in both systems, it follows that NE
IF(t0) ≤ NE

A (t0),
as desired.

Next, let τ be the time for the event preceding the event at s. We claim that

IIF(τ) = IA(τ), and NIF(τ) = NA(τ), (7.2)

where NIF(τ) = NA(τ) follows from IIF(τ) = IA(τ). This is because the number of inelastic
transitions determines the number of job completions and both systems experience the same arrival
sequence. The claim IIF(τ) = IA(τ) is true since IIF(t) is non-decreasing, IA(τ) can increase by
at most 1 at time s, and s is the earliest time during the busy period for which IIF(s) < IA(s).
More specifically, we can conclude that at time s, SIF experiences an elastic transition, whereas
SA experiences an inelastic transition. This holds because IIF(s) < IA(s) and IIF(τ) = IA(τ) if
and only if IIF(s) = IIF(τ) and IA(s) = IA(τ) + 1. This implies that SA experiences an inelastic
transition at time s. Furthermore, SIF experiences an elastic transition at time s since IF does not
idle cores during a busy period.

Now, we can claim that
EIF(t0, s) ≤ EA(t0, s). (7.3)

Since we have shown that NE
IF(t0) ≤ NE

A (t0) in (7.1), it suffices to show that NE
IF(s) ≥ NE

A (s).
Per our coupling, the previous paragraph implies that SIF is running fewer inelastic jobs on the
interval [τ, s) than SA. Since SIF always runs the maximal number of inelastic jobs, we have that
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N I
IF(τ) < N I

A(τ). Moreover, since NIF(τ) = NA(τ) by (7.2), we know that NE
IF(τ) > NE

A (τ), and
thus NE

IF(s) ≥ NE
A (s).

Finally, letM denote the number of potential transitions during (t0, s]. Since SIF is never idling
cores between times t0 and s, we have the identities:

M = EIF(t0, s) + IIF(t0, s), and M ≥ EA(t0, s) + IA(t0, s).

Consequently, utilizing (7.3) and rearranging, we have that:

IIF(t0, s) ≥ IA(t0, s). (7.4)

Moreover, recall that by definition, IIF(s) = IIF(t0) + IIF(t0, s) and IA(s) = IA(t0) + IA(t0, s).
Since we assumed IIF(t0) ≥ IIF(t0), and we know that IIF(t0, s) ≥ IA(t0, s) by (7.4), we have
IIF(s) ≥ IA(s), a contradiction. This completes the induction step for busy periods.

Idle periods: Next, we consider the case that time t0 marks the beginning of an idle period, and
again inductively assume that IIF(t0) ≥ IA(t0). To show IIF(t) ≥ IA(t) for all times t in the idle
period, we once again proceed by contradiction. That is, suppose there is some earliest time s in
the period such that IIF(s) < IA(s).

First, observe that, since SIF always chooses to idle at least one core during the idle period,
there cannot be any elastic phase jobs in the system. That is, NE

IF(t) = 0 for all times t in the idle
period.

Letting τ be defined again as the time for the event preceding the event at s, by a similar
reasoning to before, we must have that

IIF(τ) = IA(τ), (7.5)

and that, at time s, SIF does not have a transition, whereas SA experiences an inelastic transition.
Now we show that we have a contradiction. First note that the equality IIF(τ) = IA(τ) in

(7.5) implies that NIF(τ) = NA(τ). Next, since at time s, SIF does not have a transition but
SA experiences an inelastic transition, per our coupling, SIF is running strictly fewer jobs in the
inelastic phase than SA. Since SIF has no elastic jobs, this implies that NIF(τ) < NA(τ), leading
to a contradiction. This completes the induction step for idle periods.

7.4.2 Two-Phase Jobs with Unequal Rates
We now consider two-phase jobs with unequal rates, as illustrated in Figure 7.5(b). In this case,
the inherent sizes of elastic phases are distributed as Exp(µE), and the inherent sizes of inelastic
phases are distributed as Exp(µI). In this section, we will show how to generalize the coupling in
Section 7.4.1 to establish Lemma 7.5, below.
Lemma 7.5. Consider a n core system serving two-phase jobs with unequal rates. Consider any
policy A and let the policies IF and A start from the same initial conditions and have the same
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Time −→
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(a) Busy period

t0 τ s

K

Time −→

Busy
Servers

(b) Idle period

Figure 7.6: Examples of busy and idle periods used in the proof of Lemma 7.4. The figures both
show the relative positions of the times t0, τ , and s. The value n refers to the number of cores, and
the heights of the boxes indicate how many cores SIF allocates to jobs.

arrival time process. Then there exists a coupling between IF and A such that IIF(t) ≥ IA(t) and
CIF(t) ≥ CA(t) for all t ≥ 0, where IIF(t) (resp. IA(t)) is the number of inelastic transitions by
time t under IF (resp.A), and CIF(t) (resp. CA(t)) is the number of jobs completed by time t under
IF (resp. A).

It is not trivial to apply the coupling in Section 7.4.1 to the situation where different phases
(elastic and inelastic) have different exponential rates (µE and µI). The key component of our
coupling in Section 7.4.1 was that we could parse time into blocks of length Exp(nµ) to keep both
systems in sync. Now, the size of the blocks could depend on which types of phases (elastic or
inelastic) are being served, and thus may be unequal between the two systems.

To tackle this problem, we leverage the technique of Markov chain uniformization. In uni-
formization, we find a rate µ that is at least as large as any transition rate in the Markov chain.
Our goal is to set the total transition rate out of both the elastic and inelastic states to be µ without
changing the behavior of the Markov chain. For instance, if µE > µI , we take µ := µE . Clearly,
the total transition rate out of the elastic state is already µ in this case. For the inelastic state,
because µI < µ, we add a self-loop transition that brings the total transition rate out of the state
up to µ. We can then rewrite both µI and the new self-loop transition in terms of µ. Specifically,
we can think of first transitioning out of the inelastic state with some total rate µ, and then either
moving to the completion state or experiencing a self-loop with probability pI or 1 − pI respec-
tively. By choosing pI = µI

µ
, we can re-write µI as pIµ. We then write the self-loop transition rate

as (1− pI)µ. Figure 7.7(a) shows the resulting uniformized Markov chain.
It is easy to confirm that, since we have only added some self-loop transitions, the uniformized

Markov chain is equivalent to the original Markov chain (Figure 7.5(b)). The case where µE < µI
is symmetric and the uniformized Markov chain for this case is shown in Figure 7.7(b).

To present our coupling, we will use the uniformized job model. Under the uniformized job
model, IA(t) can differ from the total number of job completions,CA(t). However, for the coupling
we present, we can use the number of inelastic transitions to directly recover the total number of
job completions.
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E I C

µ pIµ

(1− pI)µ
(a) Two-phase job, unequal rates, µE > µI

E I C

pEµ µ

(1− pE)µ
(b) Two-phase job, unequal rates, µE < µI

Figure 7.7: Two cases of uniformizing two-phase jobs with unequal rates. In Figure 7.7(a), µE >
µI , so we take our dominating rate as µ := µE . We then take pI := µI

µ
and set the total transition

rate out of the inelastic state to be µ. With probability 1− pI , after completing an inelastic phase,
we immediately start another one. With probability pI , the job completes and exits the system.
Figure 7.7(b) shows the analogous case where µE < µI .

System Coupling

Our goal in the coupling is twofold. Once again, we want to chop up time into blocks of length
Exp(nµ) to keep SIF and SA roughly in sync. Additionally, we want to construct a coupling where
reasoning about the number of inelastic transitions, IA(t), suffices for reasoning about total job
completions, CA(t). That is, we want to find a coupling under which IIF(t) ≥ IA(t), ∀t ≥ 0
implies CIF(t) ≥ CA(t),∀t ≥ 0.

Job arrivals: SIF and SA share the same arrival time sequence, and start with the same initial
conditions.

Job transitions and departures: Our coupling in this case closely follows the coupling in Sec-
tion 7.4.1. Specifically, the current time t is updated in the same manner as in Section 7.4.1. How-
ever, we handle potential transitions slightly differently, due to uniformization. We only discuss
the case µI < µE , as the reverse case can be handled symmetrically.

When µI < µE , we take our dominating rate to be µ := µE . We generate an infinite sequence,
(Xn)n≥1, of i.i.d. Bern(pI) random variables, where pI = µI

µ
. The realizations of (Xn)n≥1 are

shared between the two systems. These coin flips will determine whether an inelastic transition
results in a self-loop or in a job completion.

Throughout time, both systems keep track of the total number of inelastic transitions which
have occurred. More concretely, each system starts with its own counter, n, which is initialized
to 0. For each system, if we randomly select a core holding an inelastic job while experiencing
a potential transition, we increment this system’s counter (n ← n + 1). We then check position
n of the shared infinite sequence of coin flips. If Xn = 1, the inelastic job completes and exits
the system. Otherwise, we have a self-loop transition and no job exits the system. Hence, for any
policy, π, at time t, we have

Cπ(t) =

Iπ(t)∑
i=1

Xi.
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µ qpIµ

(1− q)pIµ

(1− pI)µ
(a) Multi-phase job, µE > µI

E I C

pEµ qµ

(1− q)µ

(1− pE)µ
(b) Multi-phase job, µE < µI

Figure 7.8: Two cases of uniformizing multi-phase jobs. In Figure 7.8(a), µE > µI , so we take
our dominating rate as µ := µE . We then take pI := µI

µ
, and set the the total transition rate out

of the inelastic state to be µ. With probability 1 − pI , after completing an inelastic phase, we
immediately start another one. With complementary probability pI , the job does one of two things.
With probability q, it completes. Otherwise, with probability 1 − q, it begins an elastic phase.
Figure 7.8(b) shows the analogous case where µE < µI .

Since SIF and SA share a common sequence of coin flips, IIF(t) ≥ IA(t) implies CIF(t) ≥
CA(t).

Proof of Lemma 7.5

Since we only need to show IIF(t) ≥ IA(t),∀t ≥ 0, we can use the proof of Lemma 7.4 verbatim
to prove Lemma 7.5.

7.5 Optimality in the General Case
We now consider the fully general multi-phase job structure, as seen in Figure 7.5(c). In order to
prove Theorem 7.1, it suffices to prove Lemma 7.6 below.
Lemma 7.6. Consider a n core system serving multi-phase jobs. Consider any policyA and let the
policies IF and A start from the same initial conditions and have the same arrival time process.
Then there exists a coupling between IF and A such that IIF(t) ≥ IA(t) and CIF(t) ≥ CA(t) for
all t ≥ 0, where IIF(t) (resp. IA(t)) is the number of inelastic transitions by time t under IF (resp.
A), and CIF(t) (resp. CA(t)) is the number of jobs completed by time t under IF (resp. A).

As in Section 7.4.2, we use uniformization to rewrite the job structure of Figure 7.5(c) so that
the elastic and inelastic phase transitions have equal rates. There are two possible uniformizations
here, once again depending on how µE and µI relate. Determining the dominating rate µ and
transition probabilities pI or pE is the same as in Section 7.4.2, and the two possible uniformized
Markov chains are shown in Figure 7.8. With these job structures in mind, we present the system
coupling which allows us to prove the optimality of IF.
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7.5.1 System coupling
As in Section 7.4.1, we construct a coupling that keeps systems SA and SIF in sync with respect to
potential transition times and that allows us to use IA(t) to reason about CA(t).

Job arrivals: As in Sections 7.4.1 and 7.4.2, we let SIF and SA share the same arrival time se-
quence and start with the same initial conditions.

Job transitions and departures: For the most part, the transition process is similar to the uni-
formized case presented in Section 7.4.2. However, while we previously only needed a single
infinite sequence of i.i.d. Bernoulli random variables, here we will need two. We state the two
cases (µE < µI and µE > µI) separately, as they differ slightly in their construction.

First, we consider µE < µI (Figure 7.8(b)). Here, instead of a single sequence of coin flips,
we have two shared sequences of coin flips. The first sequence, (Xn)n≥1, is an i.i.d. sequence
of Bern(pE) random variables. If Xn = 1, the nth elastic transition results in an elastic phase
completion, producing an inelastic phase. Otherwise, if Xn = 0, the elastic transition does not
result in a phase completion. The second sequence, (Yn)n≥1, is a sequence of i.i.d. Bern(q)
random variables. Recall that q is the probability that the completion of an inelastic phase will
result in a job completion. If Yn = 0, the nth inelastic transition results in the creation of an elastic
phase. If Yn = 1, the nth inelastic transition results in a job completion.

The case when µE > µI (Figure 7.8(a)) is slightly more complex. Here, we do not have any
self-loops for elastic phases. However, there are three possible outcomes for inelastic phases. We
therefore keep track of two sequences of i.i.d. Bernoulli random variables, (Xn)n≥1 and (Yn)n≥1.
In the first sequence, Xn is distributed as Bern(pI). In the second sequence, Yn is distributed as
Bern(q).

If Xn = 0, the nth inelastic transition does not result in the completion of an inelastic phase.
If Xn = 1, the nth inelastic transition results in a phase completion, and we then examine the
sequence (Yn). If the nth inelastic transition results in the mth overall inelastic phase completion,
we check Ym. If Ym = 1, the job completes, and if Ym = 0, the job transitions to an elastic phase.

Because SIF and SA share the same sequence of coin flips, comparing the number of inelastic
transitions between systems is equivalent to comparing the number of job completions. That is, if
IIF(t) ≥ IA(t),∀t ≥ 0, then CIF(t) ≥ CA(t).

7.5.2 Proof of Lemma 7.6
Multi-phase jobs add an extra layer of complexity which prevents us from directly leveraging the
arguments used in Lemmas 7.4 and 7.5. When an inelastic phase completes, there are two possible
outcomes: either an elastic phase will be produced or a job will complete. Our insight is that we
can view the creation of an elastic phase as a job completion immediately followed by an arrival
of a job in an elastic phase. This reduction puts us back in the case of two-phase jobs with unequal
rates, allowing us to invoke Lemma 7.5. We formalize this argument in the proof of Lemma 7.6
below.

109



Proof of Lemma 7.6. Consider the above coupling under any given sample path. First, we replace
each inelastic transition that produces an elastic phase with a different type of transition. Namely,
we replace these transitions with a job completion followed immediately by an arrival of a job in an
elastic phase. We will refer to this replacement as our re-framing of the sample path. Observe that
the schedules produced in SIF and SA remain the same under the re-framing. While the number
of job completions by any point t, CIF(t) and CA(t), may change under this re-framing, the key
insight is that the number of inelastic transitions, IIF(t) and IA(t) respectively, remains identical.
Thus, if we can argue that IF maximizes the number of inelastic transitions by any point in time
under the re-framing, it does so in the original environment as well. This is sufficient for proving
that CIF(t) ≥ CA(t), ∀t ≥ 0 under the original sample path.

Second, observe that our proof of Lemma 7.5 still holds if we allow additional arrivals at
potential transition times, so long as these arrivals occur simultaneously in both systems. However,
under our re-framing, the arrivals we add may not occur simultaneously in SIF and SA since they
are generated by inelastic transitions to elastic phases. We address this issue by establishing the
following claim.

Claim. Let the sequence of additional arrival times under the re-framing be (tn) in SIF and (sn) in
SA. For any n ≥ 1, we have tn ≤ sn, i.e. the nth additional arrival occurs in SIF before it occurs
in SA.

We will prove this claim below, allowing us to complete the proof of Lemma 7.6. Specifically,
for any time t, let n be the index such that tn ≤ t < tn+1. The claim tells us that SA experiences
additional arrivals at s1 ≥ t1, s2 ≥ t2, . . . , sn+1 ≥ tn+1. However, we can view SA as a system that
has additional arrivals at t1, t2, . . . , tn+1, but chooses to not schedule these additional arrivals until
after s1, s2, . . . , sn+1. Then by Lemma 7.5, we have IIF(t) ≥ IA(t), which completes the proof of
Lemma 7.6.

Proof of the claim. We will show inductively that the nth additional arrival occurs in SIF before
it does is SA. We first argue that t1 ≤ s1. Observe that, on the time interval [0, t1 ∧ s1], SIF and
SA experience precisely the same sequence of arrivals. Hence, by Lemma 7.5, IF maximizes the
number of inelastic transitions by any time t ∈ [0, t1 ∧ s1]. In particular, it maximizes the number
inelastic transitions by time t1∧s1. Since SIF and SA share the same sequences of Bernoulli random
variables, it must be that the system with more inelastic transitions experiences the first inelastic
to elastic transition, and hence t1 ≤ s1. Now note that the schedule produced by SA is identical to
that produced by a policy which receives the additional arrival at time t1 instead of time s1, but just
chooses to ignore its existence until later on. This allows us to assume that the extra arrival into SA
occurs at t1 instead of s1. We then observe that, on the interval [0, s2 ∧ t2], if systems SIF and SA
experience the same sequence of arrivals then IF maximizes the number of inelastic transitions by
time s2 ∧ t2. Hence, we have that t2 ≤ s2.

Using the same iterative argument, it follows that SA and SIF can be assumed to experience the
same sequence of arrivals up to time sn ∧ tn, and thus by Lemma 7.5 we have that tn ≤ sn.

Having proven Lemma 7.6, we can now prove Theorem 7.1.
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Theorem 7.1. Consider a n core system serving multi-phase jobs. The policy IF stochastically
maximizes the number of jobs completed by any point in time. Specifically, for a policy A, let
CA(t) denote the number of jobs completed by time t and let NA(t) denote the number of jobs
in the system at t. Then under any arbitrary arrival time process, CIF(t) ≥st CA(t) for all times
t ≥ 0. Consequently, NIF(t) ≤st NA(t) for all times t ≥ 0.

Proof. Lemma 7.6 implies the existence of a coupling such that CIF(t) ≥ CA(t),∀t ≥ 0. Con-
sequently, CIF(t) ≥st CA(t), ∀t ≥ 0. Since the number of jobs in the system at time t is just
the total number of arrivals by time t minus the total number of completions by time t, the claim
NIF(t) ≤st NA(t),∀t ≥ 0 also readily follows from Lemma 7.6.

7.6 Evaluation
The analysis of Section 7.5 has shown that, when jobs have the structure presented in Figure 7.3,
IF is optimal. In particular, IF minimizes the steady-state mean response time for any settings of
µE , µI , q, and any arrival time process such that the system is stable.

The purpose of this section is three-fold. First, we examine the benefit of doing IF as opposed
to other scheduling policies used in real-world systems or proposed in the literature. Second, we
will relax the assumption that the phases are exponentially distributed and consider a range of phase
size distributions from low-variability to high-variability. Third, we will consider jobs that consist
of a deterministic number of phases and may end with an elastic phase, relaxing our assumption
that jobs follow the underlying structure illustrated in Figure 7.3. We find that, even with these
relaxed assumptions, IF is almost always a great choice compared to all other competitor policies.

We begin by describing the competitor policies in Section 7.6.1. Then we show the compar-
isons to IF via simulation in Sections 7.6.2 and 7.6.3.

7.6.1 Competitor Scheduling Policies
We compare IF to three competitor policies.
EQUI is a phase-unaware policy for scheduling parallelizable jobs that has been widely advocated
for in the worst-case [24, 25, 26] theoretical literature. EQUI divides severs equally among all jobs
in the system. That is, if there are N jobs in the system, each job receives an allocation of n

N
cores

regardless of its current phase.
Phase-Aware First-Come-First-Served (PA-FCFS) is a popular policy in systems applications
because it is easy to implement with little space or time overhead. PA-FCFS proceeds by itera-
tively looking at the next earliest arriving job in the system and allocating as many cores as possible
to this job until all cores have been allocated. (A job in an inelastic phase is obviously allocated
only 1 core.)
Elastic-First (EF) gives strict priority to the earliest arriving job in an elastic phase. If no jobs are
in an elastic phase, cores are allocated to any jobs in an inelastic phase in FCFS order. Intuitively,
EF seems like it might perform well in cases where elastic phases are smaller than inelastic phases
on average. In this case, EF can be thought of as a greedy policy which continuously minimizes
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Figure 7.9: The approximation ratio of mean response time under EQUI, EF, PA-FCFS, and
IF when compared with the optimal mean response time. Phases have exponentially distributed
inherent sizes. IF is optimal (see Section 7.5) and thus has an approximation ratio of 1. In each
case, n = 100, µE = 1, q = 0.2, and jobs arrive according to a Poisson process. All jobs begin
with an elastic phase. Results are shown as µI varies from µI = 0.1 (the rare case where inelastic
phases are long compared to elastic phases) to µI = 100 (the more common case where inelastic
phases are short compared to elastic phases).

the expected time until the next phase completion. This is analogous to the GREEDY∗ policy
proposed in Chapter 6. However, we will see that this intuition is wrong.

7.6.2 Evaluation of Policies Under Our Job Model
Figure 7.9 shows the results of simulations comparing the performance of IF, EQUI, PA-FCFS,
and EF under the model defined in Section 7.2 as we vary µI . Each simulation consists of 100
million job completions. Although we have already proven the optimality of IF in these cases,
Figure 7.9 shows that the improvement of IF over the competitor policies is significant. In this
small sample of the parameter space, IF outperforms PA-FCFS by up to 25%, and outperforms
EF and EQUI by as much as a factor of 3. It is interesting to note that IF outperforms EF even
when µE > µI . Even in this case, EF suffers from its failure to defer parallelizable work.

7.6.3 Jobs with Alternate Phase Size Distributions
Although we have shown that IF is optimal when phase sizes are exponentially distributed, we
wish to further show that IF outperforms other policies under a range of phase size distributions.
To examine the sensitivity of IF’s performance to the underlying phase size distributions, we ex-
amine different distributions with a range of variances. Specifically, we consider the case where
phases are Weibull distributed and the squared coefficient of variation, C2, of the phase size distri-
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bution is both higher and lower than that of an exponential distribution.3

Figure 7.10 shows the performance of each competitor policy in simulation relative to the
performance of IF (hence, the performance of IF is always normalized to 1). In most cases, IF
is still the best of the four policies by a wide margin.

When C2 = 50 we do find examples where EQUI outperforms IF. Here, when job sizes are
highly variable, EQUI benefits from its insensitivity to the variance of the job size distribution
(see Lemma 4.1). Specifically, because the phase size distributions have decreasing failure rates,
working on phases with the least attained service will generally result in completing smaller phases
before larger phases [2]. EQUI biases in this direction by dividing cores equally amongst all jobs
in the system.

The relative performance of the competitor policies compared to IF also depends on the distri-
bution of the number of phases comprising each job. For instance, when q = 1 and all jobs begin
with an elastic phase, IF and PA-FCFS are equivalent policies. However, as q decreases, for a
given system load, the gap between IF and PA-FCFS widens as it becomes increasingly likely
that PA-FCFS will make a mistake and give priority to an elastic phase. Hence, although Figure
7.10 shows that EQUI can outperform IF when q = .2, in the case where q = .025 IF again
outperforms EQUI at all loads.

3A Weibull distribution with shape parameter k = 1 collapses to an exponential distribution (C2 = 1). Adjusting
k changes the distribution to have either higher C2 (k < 1) or lower C2 (k > 1) than an exponential distribution.
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(c) C2 = 50

Figure 7.10: The approximation ratio of mean response time under EQUI, EF, PA-FCFS, and
IF, all compared with IF, when phases follow a Weibull distribution. In each case, n = 100,
µE = 1, q = 0.2, and jobs arrive according to a Poisson process. IF typically still outperforms the
competitor policies. When jobs are highly variable (C2 = 50), EQUI outperforms IF due to its
insensitivity to job size variance.
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Figure 7.11: The approximation ratio of mean response time under EQUI, EF, PA-FCFS, and
IF, all compared with IF, when jobs consist of a deterministic number of phases. In each case,
n = 100, µE = 1, and jobs arrive according to a Poisson process. Each job consists of 5 phases
whose sizes are Weibull distributed with C2 = 5. Each phase, including the last phase, is chosen to
be either elastic or inelastic with probability .5. Although these changes to the job structure violate
our theoretical assumptions, IF is still generally the best of the policies we consider.

7.6.4 Jobs with Alternate Structures
We can also examine the effect of the job structure on the performance of IF by considering cases
where the sequence of a job’s phases is not determined by a Markov chain of the form shown in
Figure 7.3. Specifically we consider the case where the total number of job phases is deterministic.
Furthermore, we allow each of the job phases to be either elastic or inelastic, including the final
phase of each job. The results of these experiments look largely the same as the results in Figure
7.10, and an example of these results is shown in Figure 7.11. Although IF is not optimal in this
case, it is still frequently the best of the policies we consider.

One notable exception where IF becomes worse than the competitor policies occurs when
µI = 0.1 and system load is high. In this case, the benefit of doing IF has been diminished in
several ways. First, the benefit of deferring parallelizable work is realized when there are very
few jobs in the system, but the scheduling policy is still able to utilize all n cores because at least
one job is in an elastic phase. Under very high load, the probability of having few jobs in the
system vanishes, decreasing the benefit of deferring parallelizable work. Second, the change in job
structure has made it possible for IF to work on jobs with longer expected remaining total sizes.
This is an effect of both allowing jobs to end in elastic phases and making the total number of
phases for each job deterministic. Finally, we are considering the case where µI = 0.1, meaning
inelastic phases are ten times larger than elastic phases on average. Because IF prioritizes inelastic
phases, this particular choice of the phase size distributions further increases the chance that IF
suffers by completing jobs with larger total sizes before jobs with smaller total sizes. Despite all
of these challenges, IF still performs within 18% of the best competitor policy.
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Figure 7.12: The mean response time of EQUI, EF, PA-FCFS, and IF processing a workload
consisting of a mixture of 5 queries from the Star Schema Benchmark. We assume Poisson arrivals.
Although this workload violates our modeling assumptions, IF is still the best policy by a wide
margin. IF improves upon the next best policy, the PA-FCFS policy used in the NoisePage
database, by up to 30%.

7.7 Case Study: Scheduling in Databases
Throughout this chapter, we have drawn inspiration for our model from a range of systems in-
cluding modern databases. In this section, we consider whether the scheduling policies that we
have proposed work well for real database workloads. Because this section specifically considers
scheduling in databases, we will refer to a scheduling policy as allocating cores to queries rather
than allocating cores to jobs. Real database workloads differ from our modeling assumptions in
two ways. First, phase sizes are not exponentially distributed. Second, the sequence of phases for
each query is not determined by an underlying Markov chain. In this case study, we ask whether
IF will still perform well under these real-world conditions.

To answer this question, we perform simulations using a workload consisting of a mixture of
five queries from the Star Schema Benchmark. The ordering of phases and the phase sizes in our
simulations are based on the timings of actual queries running in the NoisePage database, as shown
in Figure 7.1. Each query consists of a deterministic number of elastic and inelastic phases (either
six or seven total phases per query). Of the five queries we consider, four queries end with an
inelastic phase and one query ends with an elastic phase. For each arrival in our simulation, a
query type is drawn uniformly at random. The query sizes have a squared coefficient of variation
of C2 = 0.41, meaning that query sizes are not highly variable in this case. In particular, note that
these queries clearly deviate from the job structure illustrated in Figure 7.3.

Figure 7.12 shows the results of these simulations. The ordering of the policies with respect
to mean response time is the same as what we observed in Section 7.6. In particular, IF is again
consistently the best of the policies we consider, and IF outperforms the PA-FCFS policy used in
the current version of NoisePage by up to 30%.
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Figure 7.13: Comparison with size-aware policies. The mean response time of EQUI, EF,
PA-SRPT, PA-FCFS, IF and IF-SRPT processing a workload consisting of a mixture of 5
queries from the Star Schema Benchmark. We assume Poisson arrivals. IF-SRPT can improve
upon IF by 33% by leveraging query size information. Notably, PA-SRPT performs worse than
PA-FCFS despite attempting to leverage size information.

7.7.1 Size-Aware Scheduling
Although the focus of this chapter has been the setting where job sizes are unknown to the sched-
uler, we recognize that schedulers in real-world databases often have knowledge of the size of each
query phase and the number of phases comprising each query. Specifically, the query planner in
the NoisePage database on which we have based our simulations can provide the scheduler with
information about the sequence of phases for each query and an estimate of phase sizes in addition
to information about the current phase.

Historically, when job sizes are known, the performance modeling community has advocated
for reducing mean response time by trying to complete smaller jobs before larger jobs [93]. This
begs the question of whether the phase-aware policies developed in this chapter can be improved by
adapting them to favor short jobs. Notably, NoisePage and many other databases use a PA-FCFS
policy, and do not leverage the available information about query sizes to make better scheduling
decisions. Would favoring short queries improve response times in these systems?

Our theorems in Sections 7.4 and 7.5 have shown the importance of deferring parallelizable
work by giving priority to inelastic phases in order to maintain the overall efficiency of the system.
In the case where phase sizes are known, it is not immediately clear how to balance the objectives
of favoring shorter queries and deferring parallelizable work.
Size-aware Scheduling Policies. We now consider two size-aware scheduling policies that favor
queries with smaller remaining total size, the sum of the remaining sizes of all of a query’s re-
maining phases. As we will see, one of the scheduling policies performs well because it manages
to both favor short queries and grant strict priority to inelastic phases. However, the other policy,
which favors the shortest queries in the system but does not otherwise defer parallelizable work,
does even worse than PA-FCFS.

The first policy we consider is an adaptation of IF to the case where query sizes are known
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to the scheduler. We call this new policy Inelastic-First-Shortest-Remaining-Processing-Time
(IF-SRPT) because it combines IF with the ubiquitous SRPT scheduling policy. IF-SRPT gives
strict priority to inelastic phases over elastic phases in the same manner as IF. However, among
inelastic phases, IF-SRPT gives priority to the phases belonging to the queries with the smallest
remaining total sizes. Likewise, when choosing to run an elastic phase, IF-SRPT will choose the
elastic phase belonging to the query with the smallest remaining total size.

Our second policy is a Phase-Aware SRPT policy, which we refer to as PA-SRPT. PA-SRPT
gives strict priority to the phases belonging to the queries with the smallest remaining total sizes,
regardless of whether a phase is elastic or inelastic. However, PA-SRPT is phase-aware in that
it avoids allocating too many cores to inelastic phases. Hence, if the query with the smallest
remaining total size is in an inelastic phase, PA-SRPT will allocate one core to this query. If the
next smallest query is in an elastic phase, PA-SRPT will allocate the remaining n− 1 cores to this
second smallest query. Although PA-SRPT does not explicitly defer parallelizable work, it biases
more strongly towards the shortest queries in the system than IF-SRPT does.

We again evaluate these policies using a workload based on the Star Schema Benchmark, and
the results are shown in Figure 7.13. Unsurprisingly, IF-SRPT is the best performer. It benefits
from biasing its allocations towards shorter queries while still deferring parallelizable work. This
leads IF-SRPT to achieve a mean response time which can be 33% lower than that of IF, and
47% lower than that of the PA-FCFS policy used in NoisePage. What is more counterintuitive is
that PA-SRPT performs quite poorly. In fact, PA-SRPT is worse than PA-FCFS in both cases
shown in Figure 7.13, and IF-SRPT outperforms PA-SRPT by up to a factor of 3.

7.7.2 Why PA-SRPT is worse than PA-FCFS
As seen in this chapter, deferring parallelizable work is vital to reducing mean response time.
PA-SRPT suffers from its failure to defer parallelizable work. It is not immediately clear, how-
ever, why PA-SRPT is even worse than PA-FCFS, given that neither policy explicitly defers
parallelizable work.

Although neither PA-SRPT nor PA-FCFS explicitly defers parallelizable work, we can see
that PA-SRPT suffers because it inadvertently defers far less parallelizable work than PA-FCFS.
We define the percentage of deferred parallelizable work under a given policy at time t to be
the number of cores allocated to inelastic phases divided by the number of cores that IF would
allocate to inelastic phases. We can then consider the long-run time-average percentage of deferred
parallelizable work under various policies. We normalize this quantity using the allocations under
IF because IF allocates as many cores to inelastic phases as possible without being wasteful. As
a result, IF defers 100% of parallelizable work by definition. Phase-unaware policies, such as
EQUI, can defer more than 100% of parallelizable work by wastefully allocating too many cores
to inelastic phases.

Figure 7.14 shows that PA-SRPT defers far less parallelizable work than PA-FCFS, leading
PA-SRPT to perform poorly. The poor performance of PA-SRPT is due to the structure of one
particular query, which is both small in total size and ends with an elastic phase. PA-SRPT tends
to give strict priority to this type of query, while PA-FCFS treats all queries equally. This leads
PA-SRPT to defer less parallelizable work than PA-FCFS. Figure 7.14 also shows that, while
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Figure 7.14: The percentage of deferred parallelizable work under EQUI, EF, PA-SRPT,
PA-FCFS, IF and IF-SRPT given a workload consisting of a mixture of 5 queries from the
Star Schema Benchmark. IF-SRPT defers 100% of parallelizable work, but PA-SRPT defers
even less parallelizable work than PA-FCFS.

IF-SRPT manages to favor short jobs, it still defers parallelizable work. IF-SRPT is able to both
defer 100% of parallelizable work and prioritize shorter queries, leading to lower mean response
time.

7.7.3 Implementing an Improved Database Scheduler
Given the significant performance improvement promised by the above simulations, we imple-
mented new scheduling policies for the NoisePage database [75]. NoisePage is an open-source
database which schedules queries using the concept morsel-driven parallelism [58]. In NoisePage,
each elastic phase is divided into a set of tasks which can be run concurrently. Inelastic phases are
represented as a single task, and therefore cannot be parallelized. A phase is considered complete
when all of its tasks are complete. A scheduling policy is responsible for mapping the tasks of
each query onto a pool of worker threads. For example, the default scheduling policy in NoisePage
prioritizes tasks belonging to earlier-arriving queries, and is therefore analogous to the PA-FCFS
policy described in this chapter.

We implemented scheduling policies inspired by IF and IF-SRPT in NoisePage. This re-
quired us to create mechanisms for passing task metadata to the scheduling policy. Namely, we
passed information to the scheduler about whether each task belongs to an elastic or inelastic phase,
and we passed the scheduler the overall remaining size of each query. Query sizes are determined
by an offline profiling step. We also built a new scheduling framework that is capable of enforcing
arbitrary priority schemes between queries while avoiding the synchronization and lock contention
that can arise from a centralized scheduler design. In our design, each worker thread is associated
with its own set of independent run queues, with each queue representing a different task priority
level. For example, in our implementation of IF, each worker thread has two queues. One queue
holds tasks belonging to elastic phases and one queue holds tasks that represent inelastic phases.
When looking for its next task, a worker thread gives priority to tasks in its inelastic task queue.
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Inelastic tasks are then served FCFS order. To accommodate more complex priority schemes, each
queue is also maintained as a priority queue. For example, in our implementation of IF-SRPT,
the remaining size of each query is used to determine the relative priorities of the tasks in each in-
elastic task queue. IF-SRPT then gives priority to inelastic tasks belonging to queries with shorter
remaining sizes. Running tasks are never preempted, so priorities are enforced at a task-level gran-
ularity. New tasks are immediately enqueued onto various run queues using a Join-Shortest-Queue
dispatching policy [31].

To evaluate our new scheduling policies, we constructed a benchmark based on the queries
from the Star Schema Benchmark (SSB). Our benchmark uses a Poisson arrival process where the
query type of each new arrival is chosen uniformly at random from the full set of SSB queries.
We ran our benchmark on a 40-core, 2-socket machine 4. We found that using IF improved
mean response time by 25% and using IF-SRPT improved mean response time by 30% over the
default PA-FCFS scheduling policy used in NoisePage. These experiments show that, despite the
differences between our theoretical model and our real-world implementation, we can still realize
the significant performance gains promised by our theoretical results and simulations.

One modeling decision that likely impacts the performance of our new scheduling policies is
that our model does not consider memory or caching effects. As a result, our new scheduling
policies do not consider the state of the various on-chip caches or the virtual memory system. In-
tuitively, it seems that a policy like PA-FCFS should perform fewer preemptions, and could thus
benefit from having a lower cache miss ratio. To measure this type of effect, we ran experiments
using perf [80] to monitor the performance of the memory hierarchy. We found that the default
scheduling policy under NoisePage results in a last-level cache miss ratio of 36.2% while our IF
and IF-SRPT policies resulted in last-level cache miss ratios of 36.4% and 40.4% respectively.
That is, the number of cache misses is roughly 10% higher under IF-SRPT than under PA-FCFS
or IF. We therefore conclude that caching effects do have the potential to limit the performance
of IF-SRPT, but that these effects also appear to be minor in comparison to the benefits of prior-
itizing short queries and deferring parallelizable work. Similar measurements of virtual memory
performance, such as TLB hit ratios, were roughly identical between the different scheduling poli-
cies.

Another difference between our model and our implementation is that we do not model each
task of an elastic phase individually. Our assumption is that, as long as the number of tasks in
an elastic phase is fairly large in comparison to the number of cores in the system, the kinds of
straggler effects [85] captured by a more detailed model should be small relative to the overall
response time of a query. The benefit of this assumption is tractability — modeling queries at the
individual task level results in a DAG model of parallelism, which has proven difficult to analyze
(see Chapter 3). By default, NoisePage splits elastic operations into a large number of relatively
small tasks, so our modeling assumption is reasonable for a wide range of systems. Nonetheless,
a more detailed model could more faithfully capture the dynamics of a real-world database, and
may be necessary in order to accurately capture the performance of larger-scale systems where the
number of cores can outstrip the number of tasks comprising an elastic operation. Furthermore,
although the process for splitting an elastic phase into individual tasks is currently done statically,

4Model: Intel Xeon Gold 5218R

120



an improved scheduling policy may want to dynamically control how elastic phases are divided
based on the state of the system. Our implementation results show that the IF and IF-SRPT
policies provide a useful starting point for policies which want to further optimize query execution
at the individual task level.

7.8 Conclusion
This chapter addresses the optimal scheduling of parallelizable jobs that consist of different num-
bers of elastic and inelastic phases. In Chapter 6 we saw that if jobs were entirely elastic or entirely
inelastic, IF was optimal in many cases. Viewed through the lens of the model used in this chap-
ter, the results of Chapter 6 essentially consider a special case where each job only consists of one
phase. Given that the model presented in this chapter is much more general, allowing for an arbi-
trary number of phases per job, it is not obvious that our results from Section 6.4 should generalize
cleanly. However, we prove in this chapter that the IF policy, which defers parallelizable work,
is optimal in a strong sense: for any number of cores, n, for any system load, ρ, for any arrival
process (including adversarial arrivals), and when jobs can each consist of an arbitrary number of
phases. While our proofs require that the phases have exponentially distributed sizes and that jobs
all end with inelastic phases, experimental evaluation shows that the dominance of IF typically
extends to cases when job sizes and structures deviate from these assumptions. Furthermore, IF
only needs to know the current phase of each job in order to schedule jobs optimally. That is, IF
does not require knowledge of the job parameters, µI , µE , and q. We also show that IF performs
well in simulation under database workloads where job structures, phase sizes, and phase types
can vary widely.

In the setting of scheduling in databases, it is common that the scheduler not only knows the
phase of each job but also has knowledge of the job’s size. When job sizes are known, it is natural to
consider scheduling policies which favor short jobs. We consider two such policies: the PA-SRPT
policy which strictly favors jobs with the shortest remaining total sizes and the IF-SRPT policy
which both defers parallelizable work and favors short jobs. We find that IF-SRPT is far superior
to PA-SRPT and performs even better than IF. This somewhat counterintuitive result underscores
the importance of deferring parallelizable work when scheduling parallelizable jobs composed of
phases.

One may ask why we bothered to include EQUI in our performance evaluation for this chapter,
since it is easy to predict that nearly any phase-aware policy should be better than EQUI. However,
the fact that policies like IF and IF-SRPT outperform EQUI (and other phase-unaware policies)
by such a large margin could have important implications for the design of future systems. As
the gap between phase-aware and phase-unaware scheduling policies continues to widen, system
designers should be increasingly tempted to pursue designs which permit the efficient implemen-
tation of phase-aware scheduling policies. In fact, one could argue that the benefits of phase-aware
scheduling have already had one major influence on computer systems. The benefits of separating
elastic and inelastic work into separate phases are at least partially responsible for the popularity of
the MapReduce paradigm [22] in distributed computing. The results of this chapter argue that we
should be continuing to look for opportunities to enable phase-aware scheduling in a wide variety
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of systems.
It is worth noting that the same kind of open theoretical problem that we faced at the end of

Chapter 6 remains open at the end of this chapter as well. In chapter 6, we were unable to provide
optimality results when elastic jobs were smaller than inelastic jobs on average. If we consider the
case where phase sizes are known to the system, we face the same kind of challenges in deriving
an optimal policy. In particular, our intuition tells us that a policy should both favor short jobs and
defer parallelizable work, leading us to recommend the IF-SRPT policy. However, it is possible
that an optimal policy could do even better by occasionally using PA-SRPT in cases where the
remaining size of a job in an elastic phase is much smaller than the remaining size of a job in an
inelastic phase. We conjecture that one could outperform IF-SRPT by dynamically switching
between IF-SRPT and PA-SRPT based on the amount of elastic work and the number of jobs in
the system. Making this decision in a principled way, however, remains an open problem.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion
This thesis has considered several of the most important settings in which a system is tasked with
scheduling parallelizable jobs. Throughout this thesis, we have demonstrated the power of our
three-pronged approach to developing policies for scheduling parallelizable jobs:

First, we develop stochastic models that are suited to the particular setting we are considering.
In Chapter 4, we modeled systems where the scheduler does not have job size information by
assuming that job sizes were unknown and exponentially distributed. In Chapter 5, we modeled
systems where the scheduler can estimate jobs sizes by assuming that job sizes are known exactly
to the system. Similarly, Chapter 4 and Chapter 5 model cases where all jobs are instances of the
same program and thus follow the same speedup function, while Chapter 6 and Chapter 7 model
cases where the workload is composed of different types of jobs that can follow different speedup
functions.

Second, each chapter considers the how the particular model being considered impacts the
kind of scheduling policy we should use. When the scheduler has no information about job sizes
and all jobs follow the same speedup function, we saw that the EQUI policy performs optimally
by maximizing instantaneous system efficiency (Chapter 4). However, when job sizes are known
(Chapter 5) or speedup functions vary from job to job (Chapter 6 and Chapter 7), an optimal policy
may be able to reduce mean response time by sacrificing instantaneous system efficiency.

Third, we examine the performance of our new scheduling policies either analytically or through
simulation to show the benefit of our principled approach to scheduling parallelizable jobs. We
conclude that policies such as heSRPT (Chapter 5) or IF-SRPT (Chapter 7) stand to dramatically
improve performance in real-world systems that process parallelizable jobs.

8.2 Scheduling Tradeoffs
This thesis demonstrates how, by formally understanding the problem of scheduling parallelizable
jobs, we can design scheduling policies that balance the complex set of tradeoffs shown in Figure
8.1.
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Figure 8.1: The tradeoffs balanced by the scheduling policies described in this thesis.

Chapter 2 formally develops the notion of instantaneous system efficiency, a metric which
describes how well a set of jobs is able to make use of a corresponding set of core allocations. In
Chapter 4, we see that instantaneous system efficiency is maximized by ensuring that no single job
receives too many cores. Here, we can show that when job sizes are unknown and exponentially
distributed, and all jobs follow the same speedup function, the EQUI policy is optimal because it
maximizes instantaneous system efficiency. However, if the system has more information about
job sizes or speedup functions, finding an optimal policy becomes much more complex.

In particular, when job sizes are known to the system (Chapter 5), it is possible to reduce the
mean response time across jobs by giving larger allocations to smaller jobs. However, one cannot
simply use an SRPT policy which allocates all of the cores to the smallest job in the system.
Heavily favoring any one individual job contradicts the lesson learned in Chapter 4, that system
efficiency is maximized by sharing cores equally. Hence, an optimal policy must balance a tradeoff
between the high efficiency of a policy like EQUI, and the benefits of completing short jobs before
long jobs. We derive and analyze the optimal policy, high-efficiency SRPT, which lies between
EQUI and SRPT and gets the best features of both policies.

Similarly, when jobs are known to follow different speedup functions (Chapter 6 and Chapter
7), we must judiciously decide how to favor individual jobs in the system. In this setting, more
parallelizable jobs are able to make more efficient use of additional cores than less parallelizable
jobs. Thus, we conclude that in order to maximize instantaneous system efficiency, we should favor
the more parallelizable jobs. However, favoring the more parallelizable jobs can have unintended
consequences. Favoring the more parallelizable jobs will cause the more parallelizable jobs to
complete quickly. The system will then be left with only less parallelizable jobs to work on.
Hence, although favoring the more parallelizable jobs may maximize system efficiency in the
present, doing so may lower system efficiency in the future. We therefore develop policies such
as GREEDY∗ and IF that defer parallelizable work. These policies balance a tradeoff between
maximizing the instantaneous system efficiency, and preserving the future system efficiency.

Finally, in Chapter 7, we consider complex cases where all of the above tradeoffs must be
balanced simultaneously. That is, we must consider three competing goals of maximizing instan-
taneous system efficiency, preserving future system efficiency, and favoring short jobs. We find that
the IF-SRPT policy is able to balance these tradeoffs and significantly outperform existing po-
lices for scheduling queries from the Star Schema Database Benchmark. This result demonstrates
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how a principled approach to scheduling parallelizable jobs can lead to policies which perform
well both in theory and in practice.

8.3 Impact
While many systems employ heuristic policies when scheduling parallelizable jobs, these policies
generally rely solely on intuition rather than a formal understanding of the scheduling problem.
This leads to suboptimal performance in systems such as [23, 82] which employ GREEDY poli-
cies, but do not use GREEDY∗. In some cases, a heuristic approach can actually make system per-
formance worse. For example, [102] advocates using a heuristic-based version of the PA-SRPT
policy instead of PA-FCFS to schedule database queries composed of multiple phases. However,
we show in Chapter 7 that PA-SRPT can be worse than PA-FCFS because it fails to defer paral-
lelizable work. Hence, real-world systems stand to benefit greatly from the results of this thesis.

Note, however, that the results of this thesis are not solely intended to prescribe the use of
a particular scheduling policy in an existing system, but to also describe the potential benefits of
building systems which provide additional information to their schedulers. For example, the devel-
opers of the NoisePage database asked us to model, based on their benchmarks, how much benefit
they could expect from building a phase-aware scheduler, since this would represent a significant
development effort. Using simulations derived from database benchmarks, we were able to show
that phase-aware scheduling would significantly improve mean query latency, and was thus worth
implementing. Each of the scenarios considered in this thesis represents a similar opportunity for
improvement for system developers. By building schedulers with a greater awareness of job size
and scalability information, our theoretical results show that we can greatly reduce response times
in real-world systems.

8.4 Future Work
Although we address a wide range of settings in this thesis, the problem of how to schedule paral-
lelizable jobs is far from solved.

The most prominent of these questions is how one should schedule jobs with more complex
sequences of phases. For example, job phases could change according to a Markov process con-
sisting of a greater number of phases with generally distributed phase sizes and speedup functions
which lie in between the elastic and inelastic speedups considered in this thesis. Furthermore, the
Markov process corresponding to each job could be unique. This model begins to resemble the
well-studied DAG model, and thus promises to be harder to analyze. However, the generality of
this model makes it well-suited to accurately modeling a wide variety of parallel computations.

Another direction to consider is to extend the analyses of this thesis to consider the tail of
response time rather than the mean. System developers and administrators are often interested in
the 99th percentile (P99) of response time, for example. It is interesting to ask whether policies
like heSRPT which favor shorter jobs in order to reduce mean response time could actually be
bad for the P99 of response time since they bias away from longer jobs which are more likely
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to populate the tails of the response time distribution. The question here is whether heSRPT is
effective enough in reducing queueing times to offset its bias against large jobs.

Finally, the question of how to schedule parallelizable jobs in systems composed of hetero-
geneous servers is becoming increasingly important. Data centers are increasingly composed of
servers with different processors, different ratios of memory to CPU, and different hardware accel-
eration capabilities [100]. This can cause the run time of a job to depend heavily on not just how
many servers it is allocated, but the type of servers it is allocated. These trends are being mirrored
at the individual server level, and even on consumer-grade machines such as laptops and mobile
devices[54]. This heterogeneity poses important new tradeoffs not considered in this thesis. For
instance if several jobs are capable of running faster on a GPU than a CPU, which job should be
run on which type of hardware? Should we favor shorter jobs, maximize system efficiency, or
balance load between separate CPU and GPU queues? Fully accounting for the growing hetero-
geneity of modern systems will require both significant theoretical work and significant systems
work to make modern schedulers capable of measuring and balancing these new tradeoffs.
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Appendix A

Scheduling Without Job Sizes

A.1 Mixed-Random-Chunk
In this section, we explore Mixed-Random-Chunk (MRC), which uses two chunk sizes: k1 and k2.
We will also restrict ourselves to consider policies which balance load between chunks according
to the size of a chunk. That is, given that jobs are dispatched to an average of k cores, the average
per-core arrival rate should be Λk/n.

Under Mixed-Random-Chunk, we group a1 of the n cores into chunks of size k1. We call these
chunks size-k1 chunks. The remaining a2 := n − a1 cores are grouped into size-k2 chunks. Like
before, we assume that k1 divides a1, and k2 divides a2.

Figure A.1: A system with n = 16 under a Mixed-Random-Chunk policy. Here, a1 = 8 of the
cores are grouped into chunks of size k1 = 4, and a2 = 8 of the cores are grouped into chunks of
size k2 = 2.

When a job arrives, we choose a core uniformly at random (with probability 1
n

). The job is
then parallelized across all cores in the chosen core’s chunk. We can see via Poisson splitting that
the arrivals to a size-ki chunk form a Poisson process with rate Λki

n
. Under this policy, the level of

parallelization is defined to be k = (a1k1 + a2k2)/n. Hence, the average per-core arrival rate is

Λk =
a1

n
· Λk1

n
+
a2

n
· Λk2

n
=

Λk

n
,
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and Mixed-Random-Chunk obeys the load balancing property outlined above.

Mean Response Time

To derive the mean response time E [T ] under Mixed-Random-Chunk, we must condition on the
type of chunk to which an arrival is sent. We denote by Ei the event that the arrival is sent to a
size ki chunk. Recall that the arrival rate to a core in a size-ki chunk is Λki = Λki/n and the size
of a job piece at this core is distributed as Xki = X/s(ki). This information suffices to calculate
the mean response time of a job sent to a size-ki chunk, E [T | Ei] (see Theorem 4.4 and its proof).
Next, note that a job will be sent to a size-ki chunk with probability ai/n. Hence, we can find the
mean response time for the entire system by conditioning:

E [T ]MRC =
a1

n
E [T | E1] +

a2

n
E [T | E2] . (A.1)

Optimizing a1 and a2

In (A.1) observe that a1 and a2 are decision variables that can be chosen to minimize mean response
time. Surprisingly, we find in Theorem A.1 that the optimal choice is to have only one chunk size.
Theorem A.1. The mean response time under Mixed-Random-Chunk is minimized when the num-
ber of size-k1 chunks, a1, is either 0 or n.

Proof. Since a2 = n− a1, (A.1) can be rewritten as

E [T ] =
a1

n
(E [T | E1]− E [T | E2]) + E [T | E2] .

This expression is of the form E [T ] = a1x + y, and thus the mean response time is linear in
a1. We can also see that x and y are independent of a1 and a2. This follows since, for any core
belonging to a chunk of size ki, neither the service requirement, Xki = Xki/s(ki), nor the arrival
rate Λki = Λki/n depend on ai. Thus, our linear expression is either increasing or decreasing in
a1, and will thus be minimized at a boundary where a1 = 0 or a1 = n.

Variance of Response Time

Not only is mean response time not improved by having multiple chunk sizes, but neither is the
variance of response time, as shown in Theorem A.2.
Theorem A.2. The variance of the response time, Var(T ), under Mixed-Random-Chunk is mini-
mized when the number of size-k1 chunks, a1, is either 0 or n.

Proof. By conditioning we have that the variance of the response time is given by

Var(T ) =E [T − E [T ]]2 = E
[
T 2
]
− E [T ]2

=
a1

n
E
[
T 2 | E1

]
+
a2

n
E
[
T 2 | E2

]
−
(a1

n
E [T | E1] +

a2

n
E [T | E2]

)2

.
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Again, the substitution of a2 = n− a1 and subsequent algebraic manipulation leads to

Var(T ) =− a2
1

(
E [T | E1] + E [T | E2]

n

)2

+
a1

n

(
E
[
T 2 | E1

]
− E

[
T 2 | E2

]
− 2E [T | E1]E [T | E2] + 2E [T | E2]2

)
+ E

[
T 2 | E2

]
− E [T | E2]2 .

Note that this expression is of the form Var(T ) = −a2
1x + a1y + z, and thus the variance of

the response time is quadratic in a1. Furthermore, it is clear from the expression that x is positive,
since mean response times must be positive. The variance of the response time, then, is a concave
quadratic in a1. Since the number of cores, a1, assigned to size-k1 chunks takes an integer value
between 0 and n, this means that the variance of the response time is minimized on a boundary,
when a1 = 0 or a1 = n.

Why Multiple Chunk Types Do Not Help

The issue is that the benefit of having larger chunks available is usually outweighed by a reduction
in the stability region of the system. We have therefore chosen to omit the bulk of our analysis of
these policies.

A.2 The Nelson-Philips Approximation
Here we state the approximation of mean response time under JSQ as given in [70].

Let M/M/c/JSQ denote a c core system with total arrival rate Λ and service rate µ = 1/E[X]
at each core. Let

ρ :=
Λ

cµ
.
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We then define the following terms:

a(ρ) = 1− cρ

c+ 4

b(ρ) =
cρ

(c+ 4)(c− 1)

ξ(ρ) =
ρ(1− cρc−1 + (c− 1)ρc)

(1− ρ)(1− ρc)
q(ρ) = a(ρ) + b(ρ)ξ(ρ)

S(ρ) =
c(1− ρ)

1− ρc {ρ
c + q(1− ρc)}

α1 =0.0455, α2 = 0.7678, γ1 = 0.0216, γ2 = 0.0045

rc = γ1 log2(c) + γ2

ic = −1/ log2{α1 log2(c) + α2}

R(ρ) =
1

1− 4rcρic(1− ρic)

A(ρ) =

[
c−1∑
n=0

(cρ)n/n!

]
+ (cρ)c/(c!(1− ρ))

Pc(ρ) = (cρ)c/(c!(1− ρ)A(ρ))

WM/M/c(ρ) =
1

µ

Pc(ρ)

c(1− ρ)

The term WM/M/c(ρ) is the mean waiting time in an M/M/c system. The term S(ρ) is an ap-
proximation of the mean length of the shortest queue in the M/M/c/JSQ system. R(ρ) is an
experimentally derived error correction term. The mean response time in the M/M/c/JSQ sys-
tem given in [70] is:

E[T ]JSQ ≈ WM/M/c(ρ)S(ρ)R(ρ) +
1

µ
.
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Appendix B

Scheduling With Job Sizes

B.1 Proof of Lemma B.1
Lemma B.1. Let ΘP (t) be the allocation function which satisfies the following first-order condi-
tions:

∂F P

∂ωPk
= 0 ∀1 ≤ k ≤M.

Then for any t, ΘP
k (t) is increasing in k for 1 ≤ k ≤ m(t).

Proof. Following the same argument as Theorem 5.9, we can see that the expression for ΘP (t) is

ΘP
i (t) =

(
z(i)

z(m(t))

) 1
1−p

−
(
z(i− 1)

z(m(t))

) 1
1−p

∀1 ≤ i ≤ m(t).

Note that 1
1−p > 1, so i

1
1−p is convex in i. We know that

z(i)− z(i− 1) = wi

and
z(i+ 1)− z(i) = wi+1.

Furthermore, wi+1 ≥ wi. Hence, by convexity,

z(i)
1

1−p − z(i− 1)
1

1−p < (z(i) + wi)
1

1−p − (z(i− 1) + wi)
1

1−p

< (z(i) + wi+1)
1

1−p − z(i)
1

1−p

< z(i+ 1)
1

1−p − z(i)
1

1−p

This implies that ΘP
i (t) is increasing in i for 1 ≤ i ≤ m(t).
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Appendix C

Scheduling With Multiple Speedup
Functions

C.1 Idling Policies
We define a policy to be idling if it leaves one or more servers idle rather than allocating them to
some eligible jobs.
Theorem C.1. For any policy π which unnecessarily idles servers there exists a non-idling policy
π′ such that

E[T π
′
] ≤ E[T π].

Hence, there exists an optimal policy which is non-idling.

Proof. Consider any policy π which idles servers unnecessarily in one or more states. We will
construct a new policy, π′, which is identical to π in every state where π does not idle servers
unnecessarily. In each state (i, j) where π does idle server unnecessarily, if j > 0, π′ will allocate
all of π’s idle servers to the elastic job with the earliest arrival time. If j = 0, π′ will instead
allocate π’s idle servers to each unserved (or underserved) inelastic job in FCFS order.

We now compare the performance of π to π′ on any fixed arrival sequence of elastic and inelas-
tic jobs. Suppose π first unnecessarily idles servers at time t, and suppose π gives jobs constant
allocations on the time interval (t, t + δ]. We reallocate the idle servers during this time interval
in order to match the allocations π′ would make. No job received fewer servers as a result of
this transformation, and at least one job received additional servers during (t, t + δ]. Each job
which received additional servers during (t, t+ δ] had its response time decreased, and no jobs had
their response time increased. Furthermore, after this interchange, the schedule now reflects the
allocation decisions that π′ would make.

We now proceed to the next time, t′, in the schedule where there are unnecessarily idle servers.
Note, this idle space may exist because it is part of the policy π, or because an earlier interchange
caused a job to complete earlier, creating some idle servers at time t′. In either case, we simply per-
form the same interchange as before, decreasing the response time of some jobs without increasing
the response time of any jobs.
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Note that each interchange causes the earliest occurrence of unnecessary idle servers in the
schedule to occur at a later time. We therefore iterate this argument until all idle time either
vanishes or occurs after the completion of the last job in the arrival sequence. At this point, the
schedule reflects the actions taken by π′, and hence the mean response time under π′ is no larger
than the mean response time under π. Hence, given any optimal idling policy π, we can construct
a non-idling policy π′ which also optimal.

C.2 Lyapunov Stability of Work Conserving Policies
Theorem C.2. For any work-conserving policy π, the associated Markov chain {(Nπ

I (t), Nπ
E(t)) : t ≥

0} has a stationary distribution. If we define (Nπ
I , N

π
E) to be a random element that follows this

stationary distribution, then

lim
t→∞

(Nπ
I (t), Nπ

E(t))
d
= (Nπ

I , N
π
E). (C.1)

Furthermore,
lim
t→∞

E[Nπ
I (t)] = E[Nπ

I ], (C.2)

and
lim
t→∞

E[Nπ
E(t)] = E[Nπ

E]. (C.3)

Proof. To prove this claim, it suffices to show the drift results below, which allows us to apply
the Foster-Lyapunov theorem [94] to show the convergence in distribution in (C.1) and apply the
bounds in [34] to show the convergence of expectations in (C.2) and (C.3).

Consider the following Lyapunov function V : Z2
≥0 → R≥0 for the Markov chain {(Nπ

I (t), Nπ
E(t)) : t ≥

0}:
V (i, j) =

i

nµI
+

j

nµE
.

Then its drift ∆V (i, j) can be written as

∆V (i, j) =
∑
(i′,j′)

r(i,j)→(i′,j′)(V (i′, j′)− V (i, j)),

where r(i,j)→(i′,j′) is the rate of transition from state (i, j) to state (i′, j′). Note that for any (i, j)
and (i′, j′),

|V (i′, j′)− V (i, j)| < 1

nmin{µI , µE}
.

We now show that for the finite set, F = {(i, j) : i+ j ≤ n}, we have

∆V (i, j) ≤ −ε ∀(i, j) /∈ F

for some ε > 0. Let (i, j) be any state not in F , i.e., i+ j > n. By definition,

∆V (i, j) =
λI
nµI

+
λE
nµE

−
(
πI(i, j)µI
nµI

+
πE(i, j)µE

nµE

)
.

134



Because π is assumed to be a work conserving policy, and there are at least n jobs in system, we
know that

πI(i, j) + πE(i, j) = n.

Furthermore, we have assumed that

ρ =
λI
nµI

+
λE
nµE

= 1− ε < 1

for some ε > 0. Hence, we have that

∆V (i, j) = ρ− 1 = −ε

as desired. We can therefore conclude that the Markov chain induced by π is positive recurrent and
the convergence in distribution in (C.1) follows.

Note that for any (i, j) ∈ F , V (i, j) ≥ 1
max{µI ,µE}

. Then extending Theorem 2.3 of [34] to
continuous-time Markov chains using uniformization implies that

sup
t≥0

E[(V (Nπ(t)))2] <∞.

Therefore, {Nπ
I (t), t ≥ 0} and {Nπ

E(t), t ≥ 0} are uniformly integrable, which implies the con-
vergence of expectations in (C.2) and (C.3).

C.3 Markov Chains for IF
Figure C.1a shows the Markov chain for IF. To analyze this chain we will use a busy period
transformation as described in Section 6.5.2.

We note that the inelastic jobs under IF see an M/M/n queueing system, and hence their
mean response time is known. We therefore only need to consider the mean response time of
elastic jobs under IF. When there are more than n inelastic jobs in the system under IF, elastic
jobs receive no service. The time from when there are first n inelastic jobs in the system until there
are n−1 inelastic jobs is exactly anM/M/1 busy period. Hence, we perform the same busy period
transformation described in Section 6.5.2 to the Markov chain for IF. This results in a 1D-infinite
Markov chain which we can analyze using matrix analytic methods. We depict the busy period
transformation for IF in Figure C.1
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0, 0 1, 0 2, 0 · · · n-1, 0 n, 0 · · ·

0, 1 1, 1 2, 1 · · · n-1, 1 n, 1 ·

0, 2 1, 2 2, 2 · · · n-1, 2 n, 2 · · ·

...
...

...
...

...

λI λI λI λI λI λI

µI 2µI 3µI (n-1)µI nµI nµI

λI λI λI λI λI λI

µI 2µI 3µI (n-1)µI nµI nµI

λI λI λI λI λI λI

µI 2µI 3µI (n-1)µI nµI nµI

λE λE λE λE λEnµE (n-1)µE (n-2)µE µE

λE λE λE λE λEnµE (n-1)µE (n-2)µE µE

λE λE λE λE λEnµE (n-1)µE (n-2)µE µE

(a) Full IF chain

0, 0 1, 0 2, 0 · · · n-1, 0 b, 0

0, 1 1, 1 2, 1 · · · n-1, 1 b, 1

0, 2 1, 2 2, 2 · · · n-1, 2 b, 2

...
...

...
...

...

λI λI λI λI λI

µI 2µI 3µI (n-1)µI B

λI λI λI λI λI

µI 2µI 3µI (n-1)µI B

λI λI λI λI λI

µI 2µI 3µI (n-1)µI B

λE λE λE λE λEnµE (n-1)µE (n-2)µE µE

λE λE λE λE λEnµE (n-1)µE (n-2)µE µE

λE λE λE λE λEnµE (n-1)µE (n-2)µE µE

(b) IF chain with special states

Figure C.1: The transformation of the 2D-infinite IF chain to a 1D-infinite chain via the busy
period transformation. Special states representing an M/M/1 busy period are shown in (b). (con-
tinued on next page)
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0, 0 1, 0 2, 0 · · · n-1, 0 b1, 0

b2, 0

0, 1 1, 1 2, 1 · · · n-1, 1 b1, 1

b2, 1

0, 2 1, 2 2, 2 · · · n-1, 2 b1, 2

b2, 2

...
...

...
...

...

...

λI λI λI λI
λI

µI 2µI 3µI (n-1)µI

γ3

γ1γ2

λI λI λI λI
λI

µI 2µI 3µI (n-1)µI

γ3

γ1γ2

λI λI λI λI
λI

µI 2µI 3µI (n-1)µI

γ3

γ1γ2

λE λE λE λE λE

λE

nµE (n-1)µE (n-2)µE µE

λE λE λE λE λE

λE

nµE (n-1)µE (n-2)µE µE

λE λE λE λE λE

λE

nµE (n-1)µE (n-2)µE µE

(c) Final 1D IF chain

Figure C.1: (continued) The busy periods from (b) are approximated by a Coxian distribution in
(c)
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