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- Min time, 207, 227
DTMC, see Markov chains
Elephants and mice, 190
Empirical measurements
- Google jobs today, 191
- Human wealth, 193
- Internet node degrees, 193
- IP flow durations, 193
- Natural disasters, 193
- Phone call durations, 193
- UNIX process lifetimes, 186
- Web file sizes, 193
- Wireless session times, 193
Ensemble average, 452
Epidemic modeling, 96, 436
Equal in distribution, 71, 84, 110, 139
Ergodic theorem of Markov chains, 494
Ergodicity, 438, 484
Erlang-$k$ distribution, 195
Error correcting codes, 303
Estimating failure probability, 179
Estimating the max of a distribution, 273
Estimating total noise, 177
Euclidean number property, 441
Euler’s number ($e$), 8
Event, 21
Event implies event, 35
Event-driven simulation, 240
- Call center, 248
- Convergence, 245
- Loss probability, 250
- PASTA, 246
- Performance metrics, 244
- Queueing network, 247
- Shortest-Job-First, 251
- SITA, 251
- SRPT, 251
Expectation
- Bernoulli, 59
- Binomial, 63
- Geometric, 59, 73
- Poisson, 60
Expectation of a continuous r.v.
- As sum of tail, 151
- Original, 141
Expectation of discrete r.v.
- As sum of tail, 62, 78
- Original, 58
Expectation of function of r.v.
- Continuous, 141
- Discrete, 60
Expectation of function of random variables,
- 157, 163
- Expectation of product of r.v.s, 61, 77
- Expectation of product of random variables,
- 163
- Expectation of quotient, 77
- Expectation via conditioning
  - Discrete, 72
- Expectation via conditioning on r.v., 162
- Exponential distribution, 137, 210
- Relationship with Geometric, 211
Failure rate function, 185
- Constant, 185, 194
- Decreasing, 184
- Increasing, 184
- Fermat primality test, 408
- Fermat’s Little Theorem, 404
- Fibonacci sequence, 124
Index

Financial application, 503
Finding & largest algorithm, 377
Finding the max algorithm, 376
Fractional moments, 179
From Las Vegas to Monte Carlo, 394
From Monte Carlo to Las Vegas, 394
Fundamental Theorem of Calculus, 7, 137, 173
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Min-Cut algorithm, 389
Minimum
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Poisson process, 216, 225
  Independent increments, 217
  Merging processes, 220
  Number arrivals during service, 226
  Number of arrivals during service, 219
  Origin of, 216
  Poisson splitting, 221
  Stationary increments, 217
  Uniformity, 224
Polygon triangulation, 131
Population growth modeling, 228
Posterior
  Mean, 295
  Mode, 294
Power management, 533
Power of two choices, 341
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Rerouting IP flows, 193
Response time, 514
Reverse Markov flows, 320
Ropes and cycles, 374
Sample average squared error, 278
Sample mean, 180, 256, 327
Sample path, 451
Sample space, 21
Continuous, 21
Discrete, 21
Sample standard deviation, 264
Sample variance, 180
With known mean, 259
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Strong Law of Large Numbers, 452, 474
Subsets of \( n \) elements, 12
Sum of random number of r.v.s
  Geometric number of Exponentials, 207, 226
  With transforms, 123, 129, 204
Sum of random number of random variables, 113
  Mean, 93
  Variance, 95
Sum of random variables
  Binomials, 55
  Continuous, 165
  Laplace transforms, 203
  Normals, 175, 208
  Poissons, 128
  \( z \)-transforms, 121
Sum of series, 2
Sunday colt, 36
SYNC project, 193
Tail bound, 307
Tail of random variable, 46, 97, 136
  Geometric, 78
  Negative Binomial, 325
  Normal, 325
Tail probability, 306
Taylor series, 9
TCP flow scheduling, 193
Threshold queue, 501
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